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Executive Summary

This publication presents the findings of a review of program evaluation in the field of agricultural extension in Australia. Over 100 documents were reviewed from a wide range of sources, ranging from rural extension centres, to universities and agriculture departments in various states, private consultants and individuals.

Without doubt there are some very able and experienced evaluators active in the field of program evaluation in agriculture, and the case studies in this document reflect the diversity and creativity present in this field. However, during the course of the Review many extension agents and managers expressed a lack of knowledge, skills and confidence in this area. Also, much of the existing evaluation practice in agriculture is based around a few rather limited approaches and methods such as mail survey and cost–benefit analysis, with little reference to developments and trends in program evaluation in other disciplines. Extension managers are generally aware of this deficiency and are seeking appropriate training for extension staff, to enable them to meet the increasing need for evaluation for various purposes in extension programs. It was in the context of this perceived need for training materials that the Review was conceived and sponsored by RIRDC in 1996/97.

A revealing feature of the work for the Review was the difficulty experienced in finding well-documented examples of certain forms of program evaluation, such as formal systems of monitoring and evaluation (M&E) in agricultural extension in Australia. However, the published literature on evaluation covers just one part of the ‘lived experience’ of applied evaluation: only the information that authors choose to write about comes into the public domain; other potentially valuable information often remains unrecorded and hidden. It could well be that practitioners do not fully realise the value of their experiences for others in similar situations.

The Review is structured around the ‘form’ (or purpose) of evaluation. Five main forms of evaluation from Owen (1993) are described and case studies are included as examples of each from agricultural extension. The Review concerns evaluation at the level of ‘programs’ (or projects), and not at the level of small events (seminars, meetings, courses) or at ‘higher’ levels of extension policy evaluation. Other texts are available to guide the extension agent in evaluating small events, and policy level evaluation is seen as outside the normal duties of the field extensionist. Much of the background information and theory of evaluation presented here, however, should be useful to practitioners at any level of evaluation. Methods of evaluation are not a focus of the Review, but many methods are mentioned in the case studies and in summary tables in Section 13.

The literature on program evaluation per se is vast, full of jargon and often confusing. An attempt is made in Section 1 to define some important terms and to explain some of the main ‘domains’ of evaluations covered in this literature, ie models, frameworks, and methods of evaluation. The Glossary provides definitions of other common terms used in evaluation. In Section 2 an effort is made to summarise some of the history and growth of program evaluation as a discipline throughout the world, as this has relevance to its status in Australia and in extension today.
After reviewing the material available, the authors’ impressions are that the most common approach to evaluation in agricultural extension in Australia is summative evaluation, using both qualitative and quantitative data. Evaluations were usually conducted while the program was in a settled stage of development and were carried out by external evaluators. The clients of the program (usually farmers) were not generally involved in developing the indicators for the evaluation. The most common aim of evaluation was to provide a report to justify spending and to understand whether the stated objectives of the program had been met. There were strong indications that the range of approaches to evaluation in agricultural extension is expanding. A number of new and innovative evaluations are under way that are more formative and qualitative than has been the norm in the past.

Different readers may wish to progress through the Review via different routes: the table of contents identifies particular topics. Those new to evaluation should first seek to understand the different purposes for which evaluation is used, and to familiarise themselves with the main terminology of the discipline. Once the reader has decided which purpose (or form) of evaluation is particularly pertinent to their situation, they may wish to read the section dealing with that particular form, and the case studies presented to illustrate the form. Ideas on methods may arise from the case studies, and may be followed up by referring to the tables of methods in Section 13 and then in the evaluation literature.

The 15 case studies in the Review are intended to provide examples of each main form of evaluation, but also to provoke thought about ideas for developing appropriate evaluation approaches for particular contexts. In the course of conducting the Review many approaches to evaluation were discovered from other disciplines that are potentially valuable for agricultural extension in Australia. The reader new to evaluation is encouraged to work with this and other texts and with experienced evaluators to assess the purpose of evaluation and the most appropriate forms and methods of evaluation for their needs. The literature quoted in the Review should lead all levels of extension practitioner to new and interesting ideas to incorporate into evaluation practice.
1. AIM, EMPHASIS AND REVIEW

The aim of this publication is to review the current forms of evaluation used in agricultural extension in Australia. The Review entailed collecting information on over 100 evaluations from the field of agricultural extension and categorising these according to the ‘purpose’ of evaluation and other criteria. The main body of the Review comprises descriptions of various forms of evaluation found in agricultural extension today. The forms are described with regard to the purpose of the evaluation, and are supported by case studies taken from agricultural extension to illustrate each form. In addition to reviewing evaluation by purpose, case studies that describe frameworks for developing built-in evaluation strategies for projects (or programs) are also presented.

The Review is also intended to introduce the reader to the broader concept of ‘program evaluation’, its origins and its potential applications for agricultural extension. Therefore, the study has made use of literature from disciplines outside agricultural extension: on program evaluation per se, on health and education programs, and on monitoring and evaluation of agricultural development projects overseas. One intention of the Review is to provide a source of materials that can be used for training agricultural extension agents and other rural professionals in the field of program evaluation.

1.1. SCOPE OF THE REVIEW

Scriven (1991) states that evaluation is about determining the merit or worth of the object being evaluated. The object can be a program, a project, a product, a policy, or a one-off event. The Review concentrates on the evaluation of programs or projects in the field of agricultural extension. However, even within one program, evaluation can be made up of several domains. Firstly a program may have an evaluation strategy; which could comprise several forms of evaluation, each serving different purposes and operating to different time frames. Each of the different forms of evaluation may employ various methods of evaluation. This document is mainly concerned with reviewing the various forms of evaluation, which are functions of the evaluative purpose. For a description of the various domains of evaluation the reader is referred to Section 4. Because many terms are used ambiguously in the vast literature on evaluation, a list of definitions is provided in Section 1.4 and numerous terms are covered in the Glossary.

One of the most important points that has come out of the Review is that an evaluation should start with a close examination of the purpose of the evaluation and a clear understanding of the target clientele. It is not until the purpose and key evaluation questions have been agreed upon that the selection of appropriate methods should be considered. Thus we have concentrated on the various forms of evaluation, which are related to the purpose of the evaluation.
1.2. USING THIS TEXT

Different readers may wish to select different starting points and routes in using this
document. The main themes of each Section are listed below:

- **Section 1** Introduction to the range and scope of evaluation.
  Taking a broad view of evaluation.
  Some main concepts and terms in evaluation.

- **Section 2** The general state of play of evaluation in agricultural extension.

- **Section 3** An outline of the discipline of program evaluation, its origins
  and relevance for agricultural extension in Australia.

- **Section 4** Different approaches to evaluation and some meta-models for
  classifying and describing these approaches.

- **Section 5** Summary findings from an analysis of 50 evaluation reports
  with regards to approach, type and methods of evaluation.

- **Sections 6 -11** Five common forms of evaluation, with case studies of
  evaluations from agricultural extension in Australia:
    - Form 1 Evaluation for Impact Assessment
    - Form 2 Monitoring and Evaluation for Program Management
    - Form 3 Process Evaluation
    - Form 4 Evaluation for Design Clarification
    - Form 5 Evaluation for Program Development

- **Section 12** Frameworks used for planning integrated evaluation.

- **Section 13** Summary of methods and literature sources.

1.3. TAKING A BROAD VIEW OF EVALUATION

At first glance the literature on program evaluation is daunting: the texts are full of
jargon and messages are often contradictory. Worthen et al. (1997) state that nearly
60 different proposals for the conduct of evaluation have been developed. Each model
of evaluation has its own built-in assumptions. Evaluation literature is vast and
fragmented and generally aimed at evaluation theorists rather than practitioners. There
is a plethora of methods and tools of evaluation, and a confusing amount of literature
and different opinions as to the best model of evaluation to follow.

Anecdotal evidence from discussions with people from various organisations during
this study indicates that there is a lack of confidence among extension workers as to
how to design evaluations, select appropriate tools and utilise findings. It appears that
there is a tendency to stick to particular approaches and to a handful of familiar
methods, and that this may result from a lack of understanding of evaluation in its
broad sense.
Historically, much of the debate in program evaluation was concerned with the merits/disadvantages of one method against another (Chen 1990). For example, the debate between qualitative and quantitative methods and the debate between naturalistic and experimental methods. Chen argues that there are major problems associated with a methods-oriented approach. Firstly, an adherence to any one approach may cause an evaluator to lose sight of the multiple domains and issues inherent in an evaluation, and secondly traditional evaluation perspectives (such as the experimental paradigm) tend to develop evaluation principles and strategies with little reference to the context of the evaluation. He argues that any one method is only valid under particular circumstances.

A major thesis of the Review is that good evaluation is not merely about learning a few methods; it is more about understanding the concepts of program evaluation and being able to pick and choose from a wide range of tools to meet particular needs.

1.4. TIME-OUT FOR SOME DEFINITIONS

It is difficult to write a review of evaluation without using much of the jargon that makes the literature of program evaluation so difficult to digest. While every attempt is made to minimise the use of jargon, there are a few terms that need definition and agreement before going any further.

Evaluation and monitoring

There are many definitions of evaluation and some of these are discussed later. Put simply, evaluation involves determining the worth or merit of whatever is being evaluated (Scriven 1991). Many different uses can made of those value judgements, from assessing the financial or social impact of a program, to improving program designs or planning new programs. The term monitoring also appears to have many definitions and uses. In this text, the term relates to a management context in which monitoring is a process of systematically collecting information in a consistent manner to service basic information needs.

Formative and summative evaluation

Scriven (1967) was the first evaluator to write about the differences between formative and summative evaluation. Since then the terms have become almost universally accepted in the field of evaluation. The distinction between formative and summative evaluation is concerned with the ultimate use of the value judgement. Formative evaluation is conducted to provide program staff with judgements useful in improving the program. Summative evaluation is generally conducted after completion of the program (or when a program has stabilised) and for the benefit of some external audience or decision-maker. The findings from a summative evaluation could be used to decide whether to continue a program or not, or to justify program spending. The main difference is that the aim of a summative evaluation is to report on the program, whereas a formative evaluation reports to the program (Scriven 1991).
**Process evaluation and outcome evaluation**

**Process evaluation** focuses on the process of a program rather than the outcome and is generally carried out during the implementation of a program. It involves the collection of information about program activities and about the delivery of a program. Process evaluation is generally formative in nature, but can also be summative, for example when the stakeholders need to know about the actual delivery of a program for justification of program spending. **Outcome evaluation** is carried out towards the end of a program’s life and is aimed at assessing the program to establish whether the desired outcomes have been reached. Outcome evaluation is generally summative, but may be formative when the findings are used to improve future or other existing programs.

**Goal-based and needs-based evaluation**

**Goal** (or objective) based evaluations are carried out to judge whether the stated goals or objectives of a program have been achieved. Tyler (1967) was among the first to develop and use goal-based evaluation. In this approach goals are taken as given and decisions about the success of a program are based on the extent to which the goals are reached. According to Owen (1993) the main tasks of planning and implementing a goal-based evaluation are to identify the real goals of the program and to decide on how to determine whether the program has led to the attainment of goals. A standard procedure in goal-based evaluation is to develop outcome measures that have strong face validity. However, it is sometimes necessary to use substitute measures that stand in the place of preferred or ideal measures.

Scriven (1967) discussed the limitations of goal-based evaluation and used the term ‘goal-free’ evaluation. His argument was that testing the extent to which the goals of a program have been achieved does not determine the worth of that program for society in general; it does not assess the goals themselves. Goal-free evaluation is a form of ‘needs-based’ evaluation. In needs-based evaluation the evaluator does not concentrate solely on the stated objectives of a program but also evaluates the impact of the program with regard to the needs of the stakeholder group and the needs of society in general.

**Quantitative and qualitative data analysis**

**Quantitative data analysis** in evaluation usually refers to approaches involving heavy use of numerical measurement and data analysis methods, from social science or from accounting (e.g. cost–benefit analysis). It focuses on the testing of specific hypotheses that are smaller parts of some larger theoretical perspective. **Quantitative research** emphasises standardisation, precision, objectivity and reliability of measurement. Quantitative research is characterised by generating data that can be analysed statistically (Scriven 1991).

**Qualitative data analysis** in evaluation refers to the part of evaluation that cannot be usefully reduced to quantitative measures. A large part of contemporary evaluation is qualitative, meaning that description and interpretation make up most of it (Scriven 1991). The use of **qualitative methods** can provide evaluators with rich, first-hand information on questions such as how a program is implemented, the patterns of interaction between stakeholders, the kind of day-to-day problems that are confronted.
by program staff, and so on. Qualitative inquiry emphasises ‘thick description’, ie obtaining ‘real’ data that illuminate everyday patterns of actions. It also tends to focus on social processes rather than outcomes (Worthen et al. 1997).

Readers are referred to the Glossary for further definitions of terms commonly used in evaluation literature.
2. EVALUATION IN AGRICULTURAL EXTENSION

Extension refers to the conscious use of communication of information to help people form sound opinions and make good decisions (Van den Ban and Hawkins 1996). The evaluation of agricultural extension programs implies the systematic collection of information about the activities, characteristics, and outcomes of a program to make judgments about the program, improve its effectiveness, and/or inform decisions about future programming.

2.1. HISTORICAL CHANGES IN THE POSITION OF EVALUATION IN EXTENSION

The practice of agricultural extension in Australia has been influenced from the very beginning by the environment in which farmers and extension agencies have had to operate. A key element in this environment has been government policy. In the early days of extension, the policy emphasis was on increased production, both to provide for domestic requirements and to produce increased income from exported produce. Later, the emphasis shifted to productivity (increasing output per unit of scarce input) rather than production per se. To achieve these policy objectives, extension moved through three identifiable phases: one, the provision of straight technical information; two, the provision of information taking into account financial effects of advice; and three, consideration of the whole farm business (Dillon 1965). Arguably, the last of these stages has never been completed. In addition, had Dillon been writing in the 1980s or 1990s he would undoubtedly have referred to a fourth stage, consideration of the environment. Dillon’s perspective is that of the farmer, but what of the government’s perspective, as the body providing much of the funding for extension?

While developments in government policy as it related to extension varied between the States, in the 1960s and early 1970s the emphasis was fairly clearly on providing an educational service for farmers to help them solve their problems. In such a setting, evaluation, where it was conducted at all, tended to emphasise providing feedback so that the process better met farmers’ needs. Evaluation was much discussed at extension conferences, and national workshops were conducted to focus attention on taking a professional approach to evaluating the efficiency and effectiveness of extension. Issues such as how to measure behaviour change were addressed (Riches 1973). In the optimism of the period extension workers felt valued by their farmer clients, and most often felt that they were too busy helping these clients to spend time on formal evaluation procedures (Bardsley, B. 1997 pers. comm).

During the 1970s, government policy began to change. Labor governments at State and Federal level began to demand more accountability for the expenditure of public funds, and in most cases, to see extension as a tool to bring about those changes sought by government rather than as an educational process. This changed the perspective for evaluation, since governments began to ask what effect extension was having in terms of new technology being applied, and whether extension led to faster adoption. Governments also wanted to know what effects on production and productivity were being achieved by the extension of new and improved management and technology. Much of the evaluation conducted at this stage was based upon assessing the achievements of institutional goals or of individual advisers (Bardsley, 1997 pers. comm).
2.2. **Relevance of Evaluation to Agricultural Extension Today**

Several factors combine to make evaluation an important issue in agricultural extension programs today. The changing face of agricultural extension itself, the squeeze on budgets, and the climate of accountability for program spending all contribute to the increasing role that evaluation has to play. The following paragraphs cover factors that have led to evaluation becoming a pertinent issue in the 1990s.

I. **The move towards the user pays principle**

Governments worldwide have traditionally taken the financial responsibility for providing agricultural extension services. The prime reasons have been to increase agricultural production or to improve the efficiency of agricultural production (Lees 1991). Both reasons are concerned with increasing output to provide more food, fuel and fibre to meet growing domestic or export demand. Watson *et. al* (1992), in a *Review of Field Based Service*, recommended that the Victorian department should concentrate on areas of market failure where the private sector is unwilling or unable to provide services to farmers. A Victorian state departmental corporate plan gave the overall rationale for the continuation of government extension services as: “to support increased income from primary production within sustainable agricultural systems” (Department of Agriculture 1993).

However, the global climate of budget deficits has led governments increasingly to question the public funding of agricultural extension services and the efficiency of such expenditure in terms of returns to society. At the Australian Agricultural Extension Conference in Brisbane in 1987, the question of funding government extension services received considerable attention. The majority of the discussion concerned the application of ‘user pays’ as this was seen as the most effective way to overcome the decline in extension budgets.

Lees (1991) pointed out that given the increasing tendency for governments to look for ways of decreasing public spending on agricultural extension services, there is a growing need in Australia to conduct evaluation which provides evidence as to whether:

- public sector involvement in agricultural extension is justified *per se*
- the overall level of expenditure on agricultural expenditure is justified
- the allocation of funds amongst alternative competing extension activities is optimal
- the expenditure on particular extension activities is efficient and effective
- the greatest economic and social benefit is obtained by the use of these funds on agricultural extension.

The relative importance of agriculture in the economic growth of industrialised countries has declined. Added to this, increased use of externally-purchased inputs has changed the nature of publicly funded extension services and led to a questioning of the rationale for the delivery of such services by governments (Cary 1993). Public funding for research and development (R&D) is shrinking and agricultural programs must meet increasingly high standards of accountability and quality. Well-designed evaluation methods are seen as an essential basis for planning and implementing high
quality agricultural extension programs, and hence assuring public benefits from R&D expenditure.

**II. Outcome oriented programs and the move to purchaser–provider models**

In all states of Australia there is a movement towards the purchaser–provider model for government-provided agricultural extension programs. In Victoria this new model was introduced in July 1997. Figure 1 illustrates how the Victorian purchaser–provider model is implemented within the Primary Industries purchasing group. This approach aims to increase impact, decrease overhead costs, to improve evaluation, amongst other things. The model also has a strong outcomes focus: these outcomes are broadly defined at the outset of a project, then later in the project cycle they are defined more specifically and to be specific, measurable, accountable, realistic and timebound (SMART). The projects are focused on the achievement of outcomes and must have a built-in evaluation strategy. To obtain tenders, providers will have to move towards projects with a built-in evaluation component (Agricultural Industries Team 1997).

![Diagram of purchaser–provider model](image)

*Figure 1 Diagrammatic representation of a purchaser–provider model*

The bottom line in Figure 1 indicates that evaluation (ev) is to be built into every project. The purchasers are expected to define outcomes for industry. It may soon be the case that projects without clearly defined outcomes and built-in evaluation strategies will not obtain funding. This once again underlines the increasing importance of evaluation in agricultural extension. It also explains the pressure felt by extension agencies to undertake ‘impact’ (or outcomes) focused evaluation.

**III. Increasing demand for training in evaluation by rural professionals**

As a result of the changing nature of agricultural extension at the macro level, there is a strong demand from Government departments, R&D Corporations and other institutions for personnel who are well-trained in evaluation to take on a wide range of evaluation tasks in rural industries. In 1995, during a series of workshops aimed at gaining feedback on how to improve the performance of agricultural extension in
Victoria, extension workers listed evaluation skills and techniques more frequently than any other issue needed for their professional development (Straw, W. 1997 pers. comm).

The current lack of expertise in program evaluation in the field of agricultural extension is perplexing to those who are aware that historically many important contributions to program evaluation have been made from the field of agricultural extension (e.g. the theory of diffusion of innovation). Existing information on evaluation is largely out of date and inaccessible to many extension agents. Perhaps this can be explained by the nature of the aim of agricultural extension itself, and by the physical science-oriented training of most extension agents. Agricultural extension aims to change behaviour through the use of communication. Behaviour change is commonly perceived to be difficult to measure, especially in quantitative terms. As most agricultural extension workers have little training in social science they are likely to be unfamiliar with the range of qualitative data collection methods.

This is not to say that extension practitioners and program developers are not aware of the need to evaluate. Evaluation is high on the agenda of extension organisations (Straw et al. 1997). Commodity research groups, such as the Dairy Research and Development Corporation make it a condition that all new projects have a built-in evaluation component.

2.3. NEW REQUIREMENTS AND CHALLENGES FOR EVALUATION

Increasingly complex issues

The information/knowledge system (IKS) of agricultural extension in Australia is becoming increasingly complex. The shift in focus of extension from production orientation to a more holistic view, including: sustainability, improved marketing, increasing attention to the management of the farm business and maintaining profitability under declining terms of trade, adds to this complexity. There are also more actors operating in the capacity of ‘knowledge bearers’ to farmers than in the past. The implication of this increasing complexity of the IKS on evaluation is that it is becoming more difficult to distinguish the impact of one program or actor from that of another (Coutts 1997). Evaluation studies need to take into consideration the implication of the integrated impact of the workings of the IKS on the rural sector.

The new culture of agricultural extension

Worldwide, agricultural R&D programs are becoming more participatory in focus. New extension theories and methods are gaining acceptance, such as those of Chambers (1983) who argued that research activities should begin and end with the farmer. In Australia similar concepts emerged during the 60s and 70s (Williams 1968 and Bardsley 1981). Today the new emphasis is on adult learning, understanding existing farming systems, reflective practice of extension workers as facilitators and a stronger focus on evaluation. To cater for this change in the culture of extension practice, new evaluation methods will have to be developed or adapted from other disciplines. These methods need to be participatory, creative, formative, empowering and aid decision making. This type of evaluation is generally known as formative.
evaluation. **Summative** (or outcome) evaluation is also important but is generally needed for more conventional purposes of accountability and justification of funding, for which there is also an increase in demand.

**Increasingly participatory, group oriented R&D - and evaluation**

There is now considerable agricultural R&D activity that was instigated on the basis of claims that farmer participation is critical to the generation of technologies that are relevant to farmers (Bebbington *et al.* 1994, Foale 1997). This is another aspect of the new nature of agricultural extension, which has led to requirements for different approaches to evaluation. Allen (in press) states that because participatory programs are designed to be responsive to changing community needs, one of the most pressing challenges is to develop participatory and systems-based evaluative processes to allow for ongoing learning, correction and adjustment by all parties. Alternative methods are needed for evaluating new participatory, group-oriented approaches to extension; in other words, participatory programs require participatory evaluation. Some of these changes in the focus of extension and their effect on evaluation are depicted in Figure 2.

The adoption of philosophies of farming systems research at most international agricultural research institutes has had a large impact on national programs in many countries (Anderson and Dillon 1985). In Australia systems based models of R&D have been recommended or applied in some regions (see McCown 1991; Clark *et al.* 1996; Foale 1997) although the approaches vary widely. The Hawkesbury model of agricultural systems development (Bawden 1991; Macadam 1996) is based on experiential learning (Kolb 1984), which encapsulates the concept of learning through experience. Most such systems approaches incorporate a strong element of iterative evaluation.

Overall, program evaluation is now more relevant to agricultural extension in its many forms than it has ever been. As explained, this trend has been gaining momentum over recent years. One would therefore expect extension professionals to have developed interest and expertise in program evaluation in response to these clear signals. Apparently this has not generally been the case.
2.4. Why is Formative Evaluation Important in Extension Programs?

While a focus on outcome evaluation is understandable in the context of budget restrictions and an increasing need to be accountable for public spending, there are several arguments that highlight the danger of focusing exclusively on outcome (summative) evaluation. The need for more formative evaluation in agricultural extension underpins the larger movement towards increasingly ‘process’-oriented programs in general. The term ‘process-orientation’ in this context is used to describe programs that do not have rigidly defined goals at the onset of the program but have a defined purpose and a set of potential goals. Programs with a ‘process’ orientation are difficult to evaluate as they are carried out in variable, unpredictable situations; they produce outputs that are hard to measure objectively and often have permeable boundaries and less-than-direct relationships between inputs and outputs (Farrington and Nelson 1997).
The modern literature on program evaluation stresses various ‘dangers’ of sticking to rigid outcome evaluations, including:

Outcome evaluation carried out at the end of a program may fail to provide information on how the outcomes were achieved.
In the case of attitude change (frequently the goal of agricultural extension programs) the causal factors for change may be difficult to identify.
There is danger in programs with a strong focus on outcome evaluation that the indicators become the mission.
Outcome oriented evaluation built into the program model may drive the model into concentrating on producing measurable outcomes when perhaps the most desirable outcome is not easily measurable!

Some points mentioned on the strengths of formative (or process) evaluation are that:

Knowledge gained about the process that led to desired or undesired outcomes can feed into future programs.
It is preferable to identify that a program is not achieving its desired outcomes before the program end, to give the potential of refining, re-defining or clarifying the program model. However, this requires considerable flexibility.
Process evaluation can inform stakeholders what is going on at ground level, as it is common for plans to change considerably on implementation.
Process evaluation can incorporate and cater for unexpected happenings or intermediate outcomes.
Process evaluation can build in flexibility and iteration into a program model from the onset.
Process evaluation, if done collaboratively, can lead to team building, as it can strengthen a common understanding of program aims, objectives and purpose.
3. PROGRAM EVALUATION

3.1. RELEVANCE OF PROGRAM EVALUATION AS A DISCIPLINE TO EXTENSION

The literature on evaluation is vast, constantly growing and changing in emphasis. There are now at least 17 international journals on evaluation and the authors have found over 5000 journal articles with program evaluation as a key subject. The discipline has its own societies, books, awards, conferences and standards. The field of evaluation today is characterised by great diversity: from large-scale, long-term, international comparative designs costing millions of dollars, to small-scale short evaluations of a single component in a local agency.

An historical perspective on evaluation can shed some light on the nature of evaluation as a discipline. Most of the early advances in program evaluation were in the field of education, and today the majority of literature still has an educational context. Second in magnitude is the context of health-related programs. Among the 700 members of the Australasian Evaluation Society, only two list agriculture as an interest in the 1996 membership booklet. When literature on the evaluation of agricultural programs is reviewed, it is immediately clear that limited information is available. In contrast, evaluation in education and health-related organisations is taken seriously and the field is constantly evolving to meet the needs of new programs and new ways of thinking. Evaluation of agricultural extension programs in the USA is also relatively active (Lees 1991). In general, the evaluation of agricultural extension programs in Australia appears to have been relatively stagnant, standard in method, and under-used.

It is important to review the advances that have been made in program evaluation globally. Much of the theory of evaluation was developed in the United States and it is relatively recently that program evaluation has come to Australia. A review of program evaluation in general should help to understand what has been tried and what has not been attempted in the context of agricultural extension in Australia.

3.2. DEFINITION OF PROGRAM EVALUATION

There is no single recognised definition of program evaluation. Historically, the definitions of evaluation and program evaluation have changed constantly, reflecting the evolving trends in thinking and practice. Early evaluation texts defined evaluation narrowly as ‘the application of social science methods to measure goal attainment’ or ‘the systematic investigation of the merit or worth of an object’ (Stufflebeam 1994). More recent definitions include the concept of using the evaluation findings for program improvement, development and decision making.

For the purposes of this study, program evaluation will be considered in its broadest sense, including ‘quasi-evaluation forms’ and the following definition is adopted:

“The process of providing information designed to assist decision-making about the object being evaluated.” (Owen 1993)
3.3. Development of Program Evaluation as a Discipline

Program evaluation evolved primarily in the USA and became a semi-professional discipline around 1960. The theory and practice of program evaluation that emerged at this time had roots in earlier work by Tyler (1967) in education, Lewin (1948) in social psychology and Lazarsfeld in sociology (Lazarsfeld and Rosenberg 1955). Program evaluation also has roots in the rapid economic growth in the US after World War II, in the interventionist role that the US federal government took on social policy during the 1960s and in the increasing interest in evaluation as an academic pursuit (Shadish et al. 1995).

At the end of the 19th century Joseph Rice conducted the first generally recognised formal education evaluation in the USA. The results of the evaluation led educators to revise their approach to the teaching of spelling. At the same stage the ‘accreditation’ evaluation movement began, even though it did not gain ground until the 1930s.

1900-1945 USA

During the early part of the 20th century a focus upon systematisation, standardisation and efficiency was seen in the field of education program evaluation. A large number of surveys were carried out in this period, which focused upon school/teacher efficiency. These surveys were externally evaluated. After World War I, school districts used these tests to make inferences about program effectiveness. Unlike later school curriculum evaluations, these surveys focused more upon local needs of the school district. In areas other than education the same focus upon systemisation was seen (Freeman 1977).

In the period between 1930 and 1945, the work of Ralph Tyler came to have an enormous effect upon the field of evaluation. Tyler coined the term ‘educational evaluation’, which meant assessing the extent to which valued objectives had been achieved in an institutional program. Evaluation was conceptualised by Tyler as a comparison of intended outcome with actual outcomes. It differed from the previously popular model of ‘comparative experiment’ in that it did not involve expensive and disruptive comparisons between experiment and control. Since Tyler’s approach calls for the measurement of behaviourally defined objectives, it concentrates on learning outcomes instead of organisational and teaching inputs (Madaus et al. 1991). The current resurgence in outcomes-oriented evaluation, is clearly not a new concept for program evaluation!

In 1932 Tyler set up an eight-year study in which he evaluated 30 schools on the basis of objectives that were identified by the teachers themselves. This has been cited as the first comprehensive study of program evaluation (Gredler 1996). The concept of program appraisal was a new perspective introduced by Tyler.

---

1 Program evaluation can be described as semi-professional as it shares certain attributes with other professions and differs from purely academic specialties. Program evaluation is not fully professionalised, like medicine or law; it has no licensure laws (Shadish et al. 1995).
1946-70 US

This period was characterised by rural poverty and despair in the inner cities in the US (Madaus et al. 1991). There was an expansion in educational services and social programs. The practice of standardised testing had expanded markedly. During this period evaluations were primarily the purview of local agencies. Federal and state agencies had yet to become involved. In 1957 the USSR launched the first space capsule (Sputnik) and the American public questioned their educational system; were American schools good enough to produce scientists and scholars to close the perceived technology gap? This led to a phase of centralised curriculum development and created the need for national curriculum evaluation.

‘Great Society’ programs in the US

Around 1960 the US government invested large sums of money towards programs in education, income maintenance, housing, and health. These programs are collectively termed ‘Great Society’ programs. Expenditure on these programs was massive and constituted a 1800% increase in US public spending between 1950 and 1979 (Bell 1983). This vast expenditure raised issues which caused evaluation to be pushed forward as a necessary component of social programs: firstly, issues of accountability for distribution of funds; secondly, concern that program funds were being spent in ways that caused undesirable results. However, at that time of increase in demand for evaluation, there was a lack of personnel trained in this field.

The rest of the world

While large-scale programs with an evaluation component became commonplace in the US, this trend also occurred in Europe and Australia. By the late 1960’s in the United States and internationally, evaluation research had become a growth industry (Wall Street Journal, cited by Rossi et al. 1979).

1970 to early 1980s global professionalisation of program evaluation

Prior to 1970, limited published literature about program evaluation existed; many evaluations were carried out by untrained personnel, others by research methodologists who tried unsuccessfully to fit their methods to program evaluation (Guba and Lincoln 1981). Around 1973, program evaluation began to emerge as a semi-professional discipline. In the USA a number of journals including Evaluation Review and New Directions in Program Evaluation went to press. In the USA in 1970s, two professional evaluation societies were formed: the ‘Evaluation Research Society’ and the ‘Evaluation Network’. In 1984 these two societies merged to become the ‘American Evaluation Association’. By 1984 evaluation had become more international and the ‘Australasian Evaluation Society’ had formed along with the ‘Canadian Evaluation Society’, and by 1995 new professional evaluation societies had formed representing Central America, Europe and Great Britain. In 1981 a joint committee appointed by 12 professional organisations issued a comprehensive set of standards for judging evaluations of educational programs and materials.
Around this time evaluators realised that the techniques of evaluation must:

- serve the needs of the clients
- address the central value issues
- deal with situational realities
- meet the requirements of probity
- satisfy the needs for veracity. (Madaus et al. 1991).

**Explosion of theories and techniques**

Responding to the need for more sophisticated evaluation models, by the 1970s many new books and papers were published (Cronbach 1963, Scriven 1967, Stake 1967). Together these publications resulted in a number of new evaluation models described by the authors as responsive to the needs of specific types of evaluation. This body of information revealed sharp differences in philosophical and methodological preferences, but it also underscored a fact about which there was much agreement: evaluation is a multidimensional technical and political enterprise that requires both new conceptualisation and new insights into when and how existing methods from other fields might be used appropriately (Wortern et al. 1997).

Despite all the new promising techniques, Madaus et al. (1991) point out that there is still a need to educate evaluators in the availability of new techniques, to try out and report the results of using these new techniques, and to develop additional methods. The emphasis must be on making the methodology fit the needs of the society, its institutions and its citizens, rather than the reverse (Kalpan 1994).

**1980–1990s era of accountability**

In the US a new direction for evaluation emerged in the 1980s with the presidency of Ronald Reagan who led a backlash against government programming. This is partly explained by the perceived failure of the earlier ‘Great Society Programs’; social indicators revealed that many multi-million dollar projects had resulted in little social change. In the 1990s the call for greater accountability became central to programs at every level: national and local, NGOs and the private sector (Brizius and Campbell 1991). Indeed, in the late 1980s to 1990s there was growing despair about the fact that ‘nothing seemed to work’. In 1988 Brandle’s message in an address to professional evaluators was:

“No demonstrable relationship exits between program funding levels and impact, that is, between inputs and outputs; more money spent does not mean higher quality or greater results.”

Brandle went on to say that “until systematic accountability is built into government, no management improvements will do the job”.
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3.4. The Development of Evaluation in Australia

Although the root of evaluation development lies in the US, in the 1960s evaluation began to surface in Australia and later in Europe. The Australasian Evaluation Society was the first non-American evaluation society to emerge. It has been remarked that the development of program evaluation in Australia differed somewhat from that in the US, in that internal evaluation was always more prevalent than in the US. This can perhaps be explained by the attitude in the US to evaluation as an academic discipline and the existence of the numerous evaluations higher degree courses there. In the US, evaluation tends to be seen as something that is done by trained external evaluator, qualified with a PhD, whereas in Australia there tends to be a greater focus on internal evaluation (Winston J. 1997 per. comm).
4. FORMS OF PROGRAM EVALUATION

4.1. OWEN’S FIVE FORMS OF EVALUATION

Various attempts have been made to classify evaluation per se, some by categorising forms of evaluation by purpose (Owen 1993), others by methodology (Stake 1973), and others by the position of the major audience (Worthen et al. 1997). In the Review, the conceptual meta-model of Owen (1993) is adopted, to classify examples of evaluation studies obtained from the field. This meta-model uses a relatively straightforward framework for classifying evaluation approaches into five categories or forms, based on purpose:

- Form 1: evaluation for impact assessment
- Form 2: evaluation for program management
- Form 3: process evaluation
- Form 4: evaluation for design clarification
- Form 5: evaluation for program development.

Owen’s meta-model is further elaborated in Table 1. Although in practice, many evaluation studies span more than one of Owen’s forms, the framework is a useful tool in conceptualising evaluation per se. The following sections will expand on each of these forms and provide case study examples of their application in the context of agricultural extension. It should be pointed out at this stage that not all theorists agree that the last two forms (evaluation for design clarification and evaluation for program development) are evaluation at all. Case studies of Form 5, evaluation for program development, are only briefly touched upon in the Review as in agricultural extension this is largely called needs (or situational) analysis rather than evaluation. There is good reason, however, to include a description of Form 5 in the Review, as a thorough approach to developing programs in Australia could have marked benefits in terms of improving the effectiveness of agricultural extension.
<table>
<thead>
<tr>
<th>Form or approach of evaluation</th>
<th>Form 1</th>
<th>Form 2</th>
<th>Form 3</th>
<th>Form 4</th>
<th>Form 5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ultimate Purpose</strong>&lt;br&gt;State of program</td>
<td>Justification</td>
<td>Accountability</td>
<td>Improvement</td>
<td>Clarification</td>
<td>Synthesis</td>
</tr>
<tr>
<td>The program is settled</td>
<td>The program is settled</td>
<td>The program is at developmental stage</td>
<td>The program is at developmental stage</td>
<td>The program has not yet been implemented and is at planning stage</td>
<td></td>
</tr>
<tr>
<td><strong>Timing of evaluation</strong></td>
<td>After program</td>
<td>Can run throughout the program</td>
<td>During program implementation</td>
<td>During program implementation</td>
<td>Before program is implemented</td>
</tr>
<tr>
<td>On outcomes/delivery</td>
<td>On delivery/outcomes of the program</td>
<td>On delivery of the program</td>
<td>On the design of the program</td>
<td>On context of the program environment</td>
<td></td>
</tr>
<tr>
<td><strong>Typical approaches</strong>&lt;br&gt; Objectives-based outcome evaluation, needs-based evaluations, economic assessment of cost–benefit of program</td>
<td>Program monitoring, component evaluation, system evaluation, use of performance indicators over time</td>
<td>Implementation studies, action research, responsive evaluation, topical RRAs or PRAs, process evaluation.</td>
<td>Evaluability assessment, program logic, accreditation</td>
<td>Needs assessment, review of best practice, research synthesis, exploratory RRA (rapid rural appraisal) or PRA (participatory rural appraisal) ex-anti evaluation</td>
<td></td>
</tr>
<tr>
<td><strong>Time span</strong></td>
<td>Program finish</td>
<td>Throughout program</td>
<td>Program is settled</td>
<td>Program is developing</td>
<td>Program synthesis</td>
</tr>
</tbody>
</table>

Adapted from (Owen 1993)
4.2. **Alternative Meta-Models for Classifying Evaluation**

Although Owen’s (1993) meta-model is saluted as a relatively simple means of categorising forms of evaluation, several other classifications are reported here from the literature. According to Smith (1994), classifications provide a structure for selecting alternatives and identifying gaps to be filled by new approaches. The classifications employ different dimensions of contrast, such as purpose, nature of question addressed, typical methods, developer and proponents, key elements and major audiences. In reality these classifications are over-simplistic because of the complexity of the models that they attempt to classify. Wadsworth (1997) points out that “One would really need a 3-dimensional map on which to try to plot a full picture and even then some of the techniques would have to be moved back and forth between one category and another”.

Despite the fact that these meta-models can present difficulties when used to classify real evaluation examples, they can provide an effective conceptual framework to help understand the different dimensions of the complex world of program evaluation. Some examples of different meta-models of evaluation are listed below:

- Stake’s meta-model (1973) appears to use criteria primarily associated with the **methods** of evaluation used

- House (1978) uses a combination of typical **methods** and **purpose** of the evaluation

- Stufflebeam and Webster (1981) present a classification that appears to be based upon the **position of the major audience, and the methods** employed in the evaluation

- Worthen *et al.* (1997) present a meta-model that appears to be based upon the **position of the major audience**

Smith (1994) classifies evaluation in terms of seven **approaches** that are referred to as distinct from **models**, in that they are, ‘broader, less focused conceptualisations that include grouping several related models’. His classification appears to be based on the previous classifications that were carried out by Stake (1973), House (1978), Stufflebeam and Webster (1981) and Worthen *et al.* (1997).

4.3. **The Domains of Evaluation**

The Review is organised on the basis of ‘forms’ of evaluation and discusses various frameworks that can be employed and their associated methods. Much of the literature in program evaluation discusses various ‘models’ of evaluation. These various ‘domains’ in evaluation (form, framework, model, and method) can be confusing, so an attempt is made here to explain the relationships between various terms in common use in evaluation literature. Figure 3 illustrates the conceptual relationship between the different domains of evaluation for a hypothetical program.
In Figure 3, the outer oval represents the domain of ‘meta-evaluation’, where various program evaluations are evaluated themselves. The inner large oval represents the domain of evaluation strategy for an individual program. Within this oval are egg shapes representing different forms of evaluation. For this hypothetical program, three forms of evaluation are required to meet three different evaluation purposes. Conceptual models (dashed lines) influence the choice of methods (grey circles). It should be noted that one method of evaluation could be used for more than one form of evaluation.

Methods and models have been the focus of many publications on evaluation. One example of a model of evaluation is ‘goal-based’ evaluation. This work does not attempt to review models or methods of evaluation although these are mentioned in summary form in Section 13 and where included in the case studies in Sections 7-11. For this the reader is referred to texts such as *Evaluation Models* by Madaus et al. (1991) or *Foundations of Program Evaluation* by Shadish et al. (1995). The Review takes the view that no one model or method of evaluation is appropriate in all evaluative contexts. For this reason we have concentrated on the various forms of evaluation, which are a function of purpose. In the Review we differentiate between the terms:

- meta-model of evaluation
- framework for evaluation strategy
- forms of evaluation
- conceptual models of evaluation
- methods of evaluation.
In many texts these terms may overlap. In the Review the terms are given more specific meanings, which are presented below.

**Meta-model** is a framework for describing or categorising various different approaches or forms of evaluation. An example of this is Owen’s meta-model in which he describes five different forms of evaluation that occur in program evaluation today.

**Strategic frameworks for evaluation.** An organisation, program or project, may conduct several different forms of evaluation to meet various needs. For example, these forms may include on-going monitoring systems to feedback information on progress, one-off evaluations to investigate a particular element of the program, and a final impact assessment to determine the extent to which the goals of the program have been reached. These forms of evaluation together make up the evaluation strategy that is illustrated as the inner oval in Figure 3. Section 12 illustrates some strategic frameworks for evaluation in the field of agricultural extension.

**Forms of evaluation.** In the Review we have taken forms of evaluation to be a function of purpose. One form of evaluation might aim to understand whether the needs of the beneficiaries were being met. Another form of evaluation may judge whether the predetermined outcomes have been reached. In Sections 7-11 five forms of evaluation are described, using case studies to illustrate each form.

**Model** is used with wide variability and considerable ambiguity in evaluation practice and literature. Generally it refers to particular conceptions, approaches, methods and even loose theories for thinking about and/or conducting evaluations (Smith 1994). In the Review it is used to signify conceptual ideas based on particular paradigms of how an evaluation should be conducted. These models may be implicit or explicit: implicit in that they are carried around in our heads and based on our common sense; explicit in that they follow a particular conceptual model of how evaluation should be carried out. Examples of models include utilisation-focused evaluation, goal-free evaluation and naturalistic inquiry.

**Methods of evaluation** are the tools of the trade. One particular method may only be appropriate for a particular context. Here, we have taken the view that evaluation strategy and form of evaluation should be considered prior to selecting methods. There are potentially thousands of methods, including mail survey, cost–benefit analysis, interview, questionnaire, and goal attainment scaling. In Figure 3 the methods are illustrated by grey circles and each form of evaluation may use several methods. A summary of methods may be found in Section 12.

### 4.4. DIFFERENT LEVELS OF PROGRAM EVALUATION

Programs that are implemented at different levels of the planning hierarchy usually require different approaches and methods of evaluation. The Review is largely concerned with the evaluation of programs (or projects). Another level of evaluation is that of ‘one-off events’ such as meetings, field days or training courses. Approaches and methods for the evaluation of ‘one-off’ events are dealt with in texts such as that of Wadsworth (1997). For information on the evaluation of policy, readers are referred to Weiss and Bucuvalas (1977).
5. CHARACTERISTICS OF EVALUATION IN AGRICULTURAL EXTENSION

5.1. AIM AND METHOD

In the Review, documents were collected from over 80 evaluation studies from a wide range of sources, ranging from rural extension centres, to universities and agriculture departments in various states, to private consultants and individuals in the field of agricultural extension. These documents came from all six states of Australia and were conducted within the past ten years. This list grew to over 100 respondents from all states and some overseas specialists, through advice and further contacts received from individuals and members of the Australasian Pacific Extension Network.

Of these documents, 50 were selected to provide the data for an analysis of evaluation in extension, which forms part of the Review (listed in Appendix 3). The remaining reports were excluded as they contained insufficient information, were primarily evaluations of “one-off” workshops, were guides as to how to conduct a hypothetical evaluation, or were received too late. The main method of presenting the results of the analysis was to sort the sample of evaluation studies according to Owen’s (1993) classification of evaluation forms and to provide case studies to represent each form. Attempts were also made to analyse the information gathered in ways that may provide insights into the range of evaluation studies being conducted within the field of agricultural extension.

However, the sample of 50 reports studied may not be fully representative of the true range of evaluation in agricultural extension being conducted. Many evaluations are conducted internally or informally by departments and not written up, while others are documented but the results remain confidential.

The sample was obtained from evaluators active in the field who were asked to provide materials and also the names of other people involved in evaluation. The initial list of respondents included all those professionals in the Institute of Agricultural Science who listed evaluation as an interest. A very common response to our request for information was that practitioners were just beginning to learn about evaluation and had no written reports that they felt were good examples of evaluation to include as case studies in the Review. This result confirms the findings of Woods et al. (1993) and Russell et al. (1989) in their reviews of the state of extension practice in Australia.
5.2. **Criteria Used to Characterise the Range of Evaluation Studies**

The 50 evaluation studies in the sample were characterised according to the following variables relating to (a) the program, (b) the evaluation, and (c) the type of methods used:

**About the program**

- level of program ie evaluation of program at regional, state or national level
- stage of program development – developmental, settled or completed
- field or aim of program – education and skill development, community development, environmental conservation, or transfer of technology
- level of participation of program – using an index of participation (Appendix 1).

**About the evaluation**

- evaluation approach – closest fit to Owen’s forms and whether the study was primarily formative, summative or both
- broad nature of methods – primarily qualitative, quantitative or mixed
- level of client participation in the evaluation – using an index (Appendix 2)
- evaluation an internal process, or carried out by external consultants
- evaluation commissioned by insiders or outsiders
- levels of Bennett’s hierarchy considered in the evaluation
- needs-based or goal-based evaluation.

**Methods used in evaluation**

- single or multi-perspective view maintained
- statistical inferences made
- use of direct quotations from stakeholders
- use of structured questionnaire
- use of focus-group discussions
- use of rapid rural appraisal
- application of experimental design
- medium of inquiry used – telephone, face-to-face interview, or postal survey.
5.3. **SOME RESULTS AND DISCUSSION**

A summary of the findings of the analysis of the 50 evaluation studies in the sample is provided in Table 2.

**Table 2 Summary of main characteristics of the sample of evaluation studies**

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Approximate percentage in categories (n=50)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0%</td>
</tr>
<tr>
<td>Form</td>
<td>summativ 54%</td>
</tr>
<tr>
<td>Stage of Program</td>
<td>developing 25%</td>
</tr>
<tr>
<td>Perspectives considered</td>
<td>multi-perspective view taken 40%</td>
</tr>
<tr>
<td>Evaluator</td>
<td>external evaluator 63%</td>
</tr>
<tr>
<td>Audience</td>
<td>external audience 20%</td>
</tr>
<tr>
<td>Data Type</td>
<td>qualitative 44%</td>
</tr>
<tr>
<td>Surveys</td>
<td>structured survey 52%</td>
</tr>
<tr>
<td>Focused group discussion</td>
<td>focused groups used 42%</td>
</tr>
</tbody>
</table>

*The form of evaluation*

When studies were classified by means of Owen’s five forms (Owen 1993) a difficulty experienced was that studies could often be placed in more than one category, especially with regard to the time frame that Owen attached to the meta-model (see Table 1, Section 4). The distribution of the studies according to a slightly modified Owen categorisation is shown in Figure 4.
Figure 4 Distribution of the evaluation studies according to Owen's five forms

The distribution in Figure 4 shows that impact studies were the most common, but that process evaluation (Form 3) was also very common. From information on the timing of the studies there appears to be a recent trend towards process evaluation, and also towards the use of evaluation for formative rather than summative purposes in agricultural extension.

Analysis of the sample using Bennett’s hierarchy

Bennett’s hierarchy is a hierarchy of goals established for agricultural extension programs (Bennett 1975). This framework is generally well-known to agricultural extension agents, probably because it is mentioned in a well-used extension text (Van den Ban and Hawkins 1996, 205-208). Bennett lists seven levels of goals in extension, and claims that it becomes more difficult to evaluate at higher levels of the hierarchy, as it becomes more difficult to show that changes at these levels are the result of extension activity and not of other factors. An eighth level (consequences for society) is an additional level that appears in the Van den Ban and Hawkins text (1996).
Figure 5 Distribution of evaluation studies according to the level of investigation according to Bennett’s hierarchy

Figure 5 shows the frequency of occurrence of studies in the sample at each level of Bennett’s hierarchy. The majority (89%) of the evaluations considered level 3; the degree of farmer participation in farmer activities, while 60% of the evaluations considered changes in KASA (level 5), and only 22% measured behavioural changes. Obviously it is difficult to evaluate at levels 7 and 8, especially when it is considered how many different actors are involved in the agricultural information system. It would have been interesting to study the change in orientation of evaluations of extension programs over the last 30 years, but most of the evaluations studied were fairly recent.

Level of participation by clients in the evaluation

Assessing the level of participation of clients in a program (or an evaluation) can be very subjective unless well-defined criteria are used as a means of scoring participation. Figure 6 shows the results of scoring the evaluation studies in the sample against a continuum of participation (see Appendix 2) based on Arnstein’s (1969) participation scale. In 54% of the evaluations the clients were not heavily involved in developing the indicators for the evaluation. At the other extreme, 7.5% of the evaluations involved the clients being ‘facilitated’ to carry out their own evaluation.
Participation levels adopted (see Appendix 2)

<table>
<thead>
<tr>
<th>Level</th>
<th>Participation approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>External evaluator, no consultation</td>
</tr>
<tr>
<td>2</td>
<td>External evaluator, staff consulted</td>
</tr>
<tr>
<td>3</td>
<td>Staff conduct evaluation, clients not consulted</td>
</tr>
<tr>
<td>4</td>
<td>External evaluation, staff &amp; clients consulted</td>
</tr>
<tr>
<td>5</td>
<td>Staff &amp; clients develop indicators together</td>
</tr>
<tr>
<td>6</td>
<td>Clients conduct facilitated self-evaluation</td>
</tr>
<tr>
<td>7</td>
<td>Clients conduct self-evaluation - alone</td>
</tr>
</tbody>
</table>

**Figure 6  Level of participation in evaluation by farmer clients in the studies**

In many instances in agriculture, evaluators have seen little reason for client participation. However, the proponents of highly participatory evaluation stress the relevance in many situations in agricultural extension of involving clients in developing the evaluation framework, especially with regard to the choice of indicators. Patton (1997) writes that such ‘empowerment evaluation’ is most appropriate where the goals of the program include helping participants become more self-sufficient and personally effective. In such instances, empowerment evaluation is also ‘intervention oriented’ in that the evaluation is designed and implemented to support and enhance the program’s desired outcomes.

**Most common approach to evaluation in agricultural extension**

The wide range of studies encountered in the Review indicate that it would be unreasonable to attempt to describe the typical evaluation in agricultural extension in Australia. However, after reading over 100 reports of evaluations, the authors’ impressions are that the most common approach to evaluation nowadays in agricultural extension in Australia is a summative evaluation, using both qualitative and quantitative data. Evaluations were usually conducted while the program was in a settled stage of development and carried out by external evaluators. The clients of the program (usually the farmers) would generally not be involved in developing the indicators for the evaluation, although a pre-test of surveys would be carried to ensure that questions were well phrased and understandable. The general aim would be to provide a report to justify spending and to understand whether the stated objectives of the program had been met. A focused-group discussion might be used with a small number of farmers and extension agents to determine the factors most important to them.
This study did not set out to examine changes in the type or approaches to evaluation. However, there are strong indications from the sample of reports received that the range of approaches to evaluation existing in agricultural extension is expanding. There are a number of new and innovative evaluations under way that are generally more formative and qualitative than appears to have been the norm in the past.

**Expertise and confidence of extension agents in evaluation**

Anecdotal evidence from discussions with various organisations and individuals during this study suggested that there was a lack of confidence as to how to select appropriate approaches and evaluation tools, conduct evaluations and utilise findings. The observations suggest that in agricultural extension there is a tendency to stick to a handful of familiar frameworks and methods such as Bennett’s hierarchy (Bennett 1975). In some of the studies there seems to be a lack of understanding of evaluation in its broad sense, and as a result practitioners confine themselves to familiar methods that are not appropriate in all situations.

On the other hand, some of the evaluation documents reviewed revealed studies that were very innovative and exploratory in approach. These examples generally fit under the umbrella term of ‘process evaluation’. This work is largely developing from the school of adult learning, or action research, although these approaches are not always necessarily labelled as evaluation.

Chen (1990) in his book *Theory-driven evaluation* discusses the traditional neglect of program theory and the popularity of method-oriented evaluation. He writes:

‘Until very recently evaluation literature has rarely been concerned with the importance of theory in evaluating a program or with how to incorporate theory into evaluation processes’.

The results of the Review of evaluation in the field of agricultural extension concur with Chen’s findings, although there is indication of a move away from method-driven evaluation in extension. This movement appears to be occurring where agricultural extension programs are incorporating elements of adult learning theory into their programs.

An important factor contributing to a lack of expertise and confidence in evaluation is the fact that most extension personnel are trained primarily in the physical sciences and few have a sound background in social science methods. Nowadays extension agents are expected, on top of the requirements of applied science-based aspects of their work, to cope with a range of concepts from the social sciences. Most have never studied literature on program evaluation, and if they have had training in social science methods it has been mainly from in-service training on short courses. There is an obvious need to address this problem if extension organisations are to improve the ability of staff and the quality of evaluation practice.
6. CASE STUDIES OF DIFFERENT FORMS OF EVALUATION IN AGRICULTURAL EXTENSION

In the following Sections (7-11), five forms of evaluation adapted from Owen’s meta-model (Owen 1993) are outlined and each of the forms are illustrated with case studies from agricultural extension. The focus of these case studies is more upon the form of evaluation than on methods or recommendations or findings. Modern texts on evaluation emphasise that for effective, useful evaluations, the purpose of the evaluation must be made very clear first, and that only when all the stakeholders achieve a consensus on why the evaluation is being carried out shoud the methods be considered.

So the methods of evaluation described in the case studies selected are incidental. A particular method might or might not be appropriate for use across a range of forms of evaluation. For instance, ‘cost–benefit analysis’ is a well-known method that has been used on its own or with other methods across a number of forms of evaluation, but is not a form in itself (see Section 7.3). A list of methods used in the evaluation of extension is provided in Section 13.

A summary table is presented in the box above each case study, to give the reader a rapid impression of the type of evaluation being presented, an example is given in Table 3. The position of the evaluation with regard to a continuum of ‘soft’ to ‘hard’ evaluation is indicated first by the position of the bullet point in the continuum. In this context an extremely ‘soft evaluation’ refers to a study carried out using qualitative data, which is aimed at improving a program, carried out by internal evaluators, formative in nature, maintains a multi-perspective view and which is informal. An extremely ‘hard’ evaluation would be a quantitative evaluation carried out by external evaluators, oriented towards justification of program spending rather than improvement of an existing program, and involving a more formal approach aimed at an external audience.

Table 3 shows an example of a summary table relating to a case study that describes an evaluation that was at the ‘hard’ end of the continuum. The position of the black dots indicate that: it was a summative evaluation, it had most in common with Owen’s Form 1 (impact evaluation), it used mainly quantitative data, it was conducted when the program had already finished and the program had been planned at a national level.

Table 3 An example of the summary table preceding each case study

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Soft ↘</th>
<th>Formative</th>
<th>Qualitative</th>
<th>Forming</th>
<th>Regional</th>
</tr>
</thead>
<tbody>
<tr>
<td>Owen’s form</td>
<td>F5</td>
<td>F4</td>
<td>F3</td>
<td>F2</td>
<td>F1</td>
</tr>
<tr>
<td>Data collection</td>
<td>Formative</td>
<td>Summative</td>
<td>Both</td>
<td>Quantitative</td>
<td>Finished</td>
</tr>
<tr>
<td>Stage of program</td>
<td>Forming</td>
<td>Developing</td>
<td>Settled</td>
<td>Finished</td>
<td></td>
</tr>
<tr>
<td>Program planning level</td>
<td>Regional</td>
<td>State</td>
<td>National</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
7. FORM 1: EVALUATION FOR IMPACT ASSESSMENT

Owen describes ‘impact evaluation’ as evaluation that leads to a decision about the worth of a program and which often has a strong summative emphasis. This type of evaluation is generally carried out at the end of the program, or when a program is at a settled phase. The principal foci of impact evaluations are to:

- understand the outcomes of the program
- justify program spending
- gain guidance about what to do next.

Within the category of impact evaluation in agricultural extension, several approaches were found. Each of the following approaches is illustrated with a case study from extension:

- goal-based impact evaluation
- needs-based impact evaluation
- comparative economic impact evaluation
- impact evaluation for illumination.

A distinction can be made between ‘goal-based’ evaluation and ‘needs-based’ models of evaluation. These two models are dealt with separately below, with case studies provided for each. Another form of impact evaluation is based on financial analysis of costs and benefits and an example is given under Section 7.3. Cost–benefit analysis can also be used to compare the impact of alternative programs. A fourth example of impact evaluation (shown under Section 7.4) is evaluation for illumination – which aims to explore both the intended and unintended outcomes of the program interventions.

7.1. GOAL-BASED IMPACT EVALUATION

Goal (or objectives) -based evaluations judge whether the stated goals or objectives of a program have been achieved. Tyler (1967) was amongst the first to develop and use goals-based evaluation. In this approach goals are taken as given, and decisions about the success of a program are deduced from whether the program has met its goals. According to Owen (1993) the main tasks in planning a goal-based evaluation are to:

- determine the ‘real’ goals of the program
- decide how to determine whether the program has led to the attainment its of goals.

A standard procedure in goal-based evaluation is to develop measures of goals that have strong face validity. However, sometimes it is necessary to use substitute measures or indexes that stand in the place of preferred or ideal measures. An example of a goal-based evaluation is given in Case Study 1.
The Landcare program emerged in the state of Victoria during 1986 and has been spread throughout Australia as a model for effective community action to manage land degradation and assist the move to more sustainable land use. The evaluation described here was carried out in 1993, at a time when the Landcare program in Victoria could be described as in a settled state, with many groups having been operating for 6 years. This evaluation forms part of a wider Landcare evaluation undertaken within the Johnstone Centre in Wagga Wagga. This program is based on the assumption that Landcare group actions will facilitate the process of community development and thereby produce more aware, informed, skilled and adaptive resource managers with a stronger stewardship/land ethic, and result in the adoption of more sustainable natural resource management practices.

Goal of the evaluation
To assess the effectiveness of Landcare groups by investigating the work of groups and their impact upon participant’s behaviour and other rural landholders. Specifically, the study aimed to determine whether Landcare participants and non-participants were significantly different in terms of key social and farming variables and whether Landcare participation made a significant difference to landholders’ awareness of issues, level of knowledge of key resource management, and their stewardship ethic.

Form of evaluation
The overall purpose was to investigate some aspects of the overall program aims. Owen’s Form 1, ‘Impact Evaluation’, best covers this example. This evaluation made summative judgements as to whether the program had met intermediate goals of the Landcare program, so took a goal-based approach. This evaluation attempted to measure the degree to which the goals (or substitute goals) have been met by program activities.

Method of evaluation
A regional case study was carried out. The study comprised a comparison between Landcare respondents with non-Landcare respondents, and between respondents in Landcare areas with respondents in areas where Landcare groups did not exist. In April 1993 a 16 page survey was mailed to all land managers of rural properties in 12 catchment areas (9 Landcare areas and 3 non-Landcare areas) of North Victoria. Surveys were addressed to one listed owner per rural property, 30% of who were women. The researcher’s knowledge of the area and links with Landcare group there played a critical factor in the selection of the region. All groups surveyed had been operating for more than 2 years. The surveys were pre-tested using 2 focus-group discussions (FGD) of Landcare participants and non-participants at separate locations. The individuals were contacted by telephone and given a brief overview of the project and invited to the pre-test FGD. The pre-test participants were mailed a survey before the FGD took place. Important revisions of the survey were made as a result of recommendations following the discussions at both meetings.

The questionnaire was a small (B5) booklet with a distinctive, authoritative cover and was posted with a covering letter and stamped return envelope. A reminder / thank you letter was posted after 8-10 days and a second mailout occurred after 6 weeks. Considerable effort appears to have been put into selecting appropriate topics to include in the survey. Factors such as property size, hours worked off-farm, length of experience as a farmer, membership of other groups, age of respondent and school education were correlated against participation in Landcare.
7.2. NEEDS-BASED IMPACT EVALUATION

Scriven (1967) offered a different perspective towards impact evaluation. He suggested that in some circumstances goal-based evaluation has limitations and introduced the concept of ‘goal-free evaluation’. His argument was that testing the goal of a program does not tell the worth of that program for society in general, in that it does not assess the goals themselves.

A goal-free evaluation in the strictest sense would occur without the evaluator being aware of the stated goals of the program. Critics of the goal-free approach to evaluation state that in a goal-free approach it is the evaluator who decides the needs of society, and that the evaluators’ goals are substituted for those of the project (Patton 1997). In reality, goal-free evaluation in its strict sense is rarely practiced in program evaluation. In this text the term ‘needs-based’ evaluation will be used to refer to evaluation where the orientation of the evaluation is directed toward the needs of society or the stakeholders rather than a judgment of whether the given goals were reached. For example, if the goal of a hypothetical program were to produce a million tonnes of beef as cheaply as possible, a strictly goal-based program would work out whether this goal (and perhaps intermediate goals) had been achieved. A needs-based evaluation, in addition to investigating whether the given project goals have been met, might also look at whether a million tonnes of beef was needed, what impact this increase in production would have on the environment, and so forth.

The choice between a ‘needs-based’ approach to evaluation and a ‘goals-based’ approach should be made with regard to the underlying purpose of the evaluation. Patton (1997) suggests that to be an effective evaluator one needs to be able to evaluate with or without goals. The following Case Study 2 of the West Hume Landcare Group gives an example of a needs-based, impact evaluation. It is also an interesting case study as it uses very mixed methods.
Case Study 2

A case study undertaken with the West Hume Landcare Group as part of an international research project on Participatory Watershed Development

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Soft</th>
<th>Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Form</td>
<td>Formative</td>
<td>Summative</td>
</tr>
<tr>
<td>Owen’s form</td>
<td>F5</td>
<td>F4</td>
</tr>
<tr>
<td>Stage of program</td>
<td>Forming</td>
<td>Developing</td>
</tr>
<tr>
<td>Data collection</td>
<td>Qualitative</td>
<td>Both</td>
</tr>
<tr>
<td>Program planning level</td>
<td>Regional</td>
<td>State</td>
</tr>
</tbody>
</table>

The program
West Hume Landcare group was chosen to be one of two case-study evaluations of the National Landcare program. The group was established in 1989. There are 160 farms in the area and 85 families are group members. The main land degradation issues are rising water tables and salinity associated with a massive change in the natural vegetation, soil acidity, soil structural and nutrient decline. The evaluation was carried out when the group was well established. Nationally, there has been growing concern about how to evaluate local Landcare activities in a way that is useful to local groups, but which can also provide information to assist broader-scale policy development and help give a national perspective on Landcare achievements. This concern led to LWRRDC providing additional funding for a case study and to support the active involvement of a National Landcare facilitator.

Goal of the evaluation
The overall goal of the evaluation was to appraise the success of Landcare, shortfalls and future opportunities. More specifically the goals were to:

- enable Landcare group members to review the achievements, shortfalls and future opportunities for the group
- provide analysis of implications for Landcare policy
- understand the economic outcomes of the group effort
- provide an evaluation case study on Landcare to be presented at an international conference
- provide a draft manual report for LWRRDC on how other groups could undertake a study as this, using a PRA (participatory rural appraisal) approach.

Form of evaluation
This evaluation approach is ‘needs-based’ as opposed to ‘goals-based’ in that it attempts to evaluate against the needs of the community rather than against predefined goals. It is most similar to Owen’s Form 1, impact evaluation. However, it has both formative and summative elements: while it judges the performance of the project against community needs (summative), it also offers recommendations for the future (formative). This evaluation uses mixed methods ranging from participatory self-evaluation to economic analysis by external consultants.

Actors
External evaluators were used but their role was that of facilitation and analysis. There was a high level of community involvement in the evaluation. The audience was both internal (group and Landcare program) and external (IIED, LWRRDS).

Methods of evaluation
4 methodological approaches were used:

1. Qualitative data were gathered by means of a PRA. PRA is a method for rapidly gathering key information about a rural situation by drawing on local knowledge and integrating it with the knowledge and experience of professionals from a range of different disciplinary areas. The PRA was conducted for a period of 7 days in 1994. Team members came from a variety of disciplinary
areas. PRA techniques included semi-structured interviews, group histories, questionnaires, preliminary analysis of cost–benefit of some common land conservation practices, and an economic study of 2 local farms and 2 hypothetical best management practice farms on whether farmers could afford Landcare.

2. Some quantitative data were collected using a structured questionnaire, also during the PRA exercise, using semi-structured interviews.

3. Secondary information in the form of reports and previous studies were also examined and incorporated into the exercise.

4. Economic evaluation was carried out by external consultants prior to the PRA exercise. The purpose of that study was to determine whether farmers could afford Landcare. A detailed financial analysis was conducted of 4 typical farms of different sizes and enterprise mixes, and two hypothetical ‘best practice’ farms. Data for the analysis of the 4 farms were obtained by interview with 4 selected landholders.

PRA: during the day, team members conducted focused group discussions with a range of stakeholder groups. In addition, members travelled to farms and interviewed individual farm families. Groups included Landcare members, non-members, senior members of the community, a Landcare committee, and a women’s group. Each evening the team presented and analysed the findings during group discussions. At the end of the week the first results of the analysis were presented to the community and team during a dinner.

Use of findings
As well as being written as a report, this case study was presented at an international workshop on participatory watershed development in Bangalore, India, amongst 23 case studies from different countries. The West Hume case study was presented by farmers and Landcare group members and was especially appreciated.

Source: Jim Woodhill, Paul Trevethan, Judy Frankenburg, Celine Beaulieu (1994), The West Hume Landcare group
7.3. Financial Analysis of Outcome

Cost–benefit analysis (CBA) is a procedure for comparing alternative courses of action (or no action) by reference to the net social benefits that they produce. A net social benefit refers to the difference between social benefits and social costs. CBA is a method for organising information to aid decisions about the allocation of financial resources (DOF 1991).

CBA can be applied to specific projects or to larger programs as a whole. Its power as an analytical tool rests in two main features:

- costs and benefits are each expressed (as far as possible) in money terms and hence are directly comparable
- costs and benefits are valued in terms of the claims they make and the gains they provide to the economy as a whole, so the perspective is a global one rather than that of any particular individual, organisation or group.

CBA is widely used as a generic tool in evaluating the financial impact of agricultural programs. Its application may be ex-ante (i.e. before implementation) to help:

- decide whether a proposal should be undertaken
- decide whether an existing project or program should be continued
- choose between different proposals (aimed at similar objectives)
- choose the appropriate scale and timing for a program or project.

However, cost–benefit analysis is often used when a program has matured or ended, as part of the evaluation of impact or outcomes. In this context the aim is either: to provide information on whether the outcomes achieved justify the resources used, relative to the alternatives; or to clarify the focus on different components of a project, to see how it may be improved, and which areas should be cut back or expanded. The most practical constraints in using CBA are the difficulties in assigning money values to the costs and benefits of a project or program (DOF 1991).

Software packages are available to assist in conducting CBA. One example is Appraisal – a package intended as a planning tool for scientists and program leaders to use in ex-ante analysis. The author (Appleyard 1996a) stresses that the process of attempting to produce a quantified measure of a project’s benefits may be more valuable than the performance indicators generated. Evaluation of completed projects (ex-post) can determine whether expenditure on R&D was worthwhile, and may reveal benefits and costs that can be useful in future planning.

Key concepts of CBA

CBA compares a project scenario with an alternative scenario based on estimates of what would have happened in the absence of the project.

The following concepts are part of the cost–benefit analyst’s toolkit:
• opportunity–cost – costs and benefits are priced at their value in their best alternative use, which may be above or below the actual cost of production
• willingness to pay – relatedly, costs and benefits are valued at what the marginal or last consumer in a competitive market is willing to pay for them
• the cost–benefit rule – a project is acceptable where, subject to budget restraints and certain other conditions, net social benefits valued according to the opportunity cost and willingness-to-pay principles are positive rather than negative.

CBA is often used in situations where the signals that the market normally provides are either absent or mistrusted: e.g. where no market exists, or inputs are underpriced relative to costs, or where outputs are overpriced. Various texts are available to provide guidance in these situations (DOF 1991). Costs and benefits in CBA should be valued at the specific time that they occur. In a retrospective analysis, costs and benefits are compounded forward to present value. This means that the cost–benefit rule in practice also needs to be consistent with the net present value rule:

• subject to budget constraints, a project should be undertaken if its net present value is positive; or
• subject to budget constraints, those projects should be undertaken with the highest net present values.

Sensitivity analysis is often used in association with CBA, because projects are exposed to many types of uncertainty. This usually involves testing the net present value (NPV) at ‘best case’, ‘most likely’ and ‘worst case’ assumptions, and can also be applied to the level of the discount rate (usually with a central value of 8%) (DOF 1991).

Cost–effectiveness analysis (CEA)

CEA differs from CBA in that benefits are expressed, not in money units, but in physical units (such as accidents reduced per unit of expenditure). Costs are expressed in money terms. It is often used in areas of health or education, where it is easier to specify benefits than to value them. It is useful in comparing alternative options or existing projects or programs. CEA does not provide an absolute measure of the benefit to the economy of the project.

Limitations and utility of CBA

The use of CBA is commonly criticised by agriculturalists on the grounds that unrealistic assumptions are often used in estimating costs and returns, and failure of the analyst to take account of important issues. However, agricultural extension professionals can often provide information that can greatly improve the estimates and assumptions used by economists in CBA. There is danger where the evaluation is focused on the bottom line in CBA, that the content of the analysis becomes obscured. On the other hand, conducting a CBA can be very enlightening for extension workers, and CBA can be a valuable tool in many forms of evaluation of extension projects. Most of the examples of CBA found in the literature are of analyses of research projects, or the combined effect of R&D projects. Case Study 3 provides an example of CBA conducted on an agricultural extension project ‘Target 10’ in dairying in Victoria.
Case Study 3  
Cost–benefit analysis of the Target 10 dairy extension program

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Soft ← — Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Form</td>
<td>Formative ← — Summative</td>
</tr>
<tr>
<td>Owen’s form</td>
<td>F5 ← — F4 ← — F3 ← — F2 ← — F1</td>
</tr>
<tr>
<td>Data collection</td>
<td>Qualitative ← — Both ← — Quantitative</td>
</tr>
<tr>
<td>Program planning level</td>
<td>Regional ← — State ← — National</td>
</tr>
</tbody>
</table>

The program
Target 10 has the aim of enhancing the viability of the dairy industry through programs that profitably increase the consumption of pasture per hectare. Information from R&D on pasture utilisation is extended to farmers through courses, discussion groups, newsletters, target graphing, re-designed feed planning, comparative analysis, field days, focus farms and demonstrations and other media.

Goal of the evaluation
To estimate the economic benefits and to conduct a cost–benefit analysis of the expected results.

The evaluation and assumptions
This was a preliminary evaluation based on benchmark studies prior to the project launch in 1993. It does not consider all benefits from project activities not directly associated with the project aim. The first step in the cost–benefit analysis was to estimate the average amount of pasture consumed/ha and the amount of milk produced had this project not been implemented in 1991. These and other assumption made are listed below:

- level of pasture utilisation: 6.5 tonne s/ha (range 4-9 tonnes in Victoria)
- production from increased use: 7% increase in milk results from 10% increase in consumption
- milk production in Victoria: 511 514 litres/farm on 8469 farms (Q₀)
- levy and transport charges: 2.3 c/l (levy) and 2.7 c/l (transport)
- milk price received (P): 24.5 c/l – levies & transport charges = 19.56 c/l (P)
- average cost of production: 14 c/l before implementing Target 10 (AC₀)
- increase in producer costs $2000/farm/yr required for implementation of Target 10

The maximum potential benefits resulting from Target 10 were calculated using the incremental profit method (Morrison 1993), i.e., from \( P = (P*Q₁ - AC₁*Q₁) - (P*Q₀ - AC₀*Q₀) \) where \( Q₁ \) (Q₀ plus 7% increase in production) and \( AC₁ \) are the Quantity of milk and Average cost with Target 10, respectively. The estimate of maximum potential per farm was $4728 and for Victoria was $40 038 500.

Method (the cost–benefit analysis)
The total nominal cost of the Target 10 Project was $9 198 000 from various sources. The spreadsheet model Appraisal (Appleyard 1996b) was used for the cost–benefit analysis. The benefit of the project is ‘accelerated adoption’. Appraisal was run twice: first using the adoption profile had Target 10 not occurred, and second using the adoption profile with Target 10. The Net Present Value (NPV) was calculated as the difference between the NPVs of those two scenarios. To calculate the BCR (benefit cost ratio), the difference between the 2 present values of the benefits was divided by the present value of the project’s costs.

Target 10 was designed to accelerate the rate of adoption of favourable innovations related to pasture utilisation (years from information being available to uptake by farmers). In addition it was expected to increase the level of adoption (percent of farmers). It was assumed that without the project, maximum adoption of the relevant practices would be 32%. In 1997 40% of Victorian farmers attended Target 10 training courses across Victoria. Some further assumptions and the results of applying the Appraisal model are summarised in the table below:
**Assumptions**

<table>
<thead>
<tr>
<th></th>
<th>Without Target 10</th>
<th>With Target 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year adoption begins</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>Maximum adoption</td>
<td>32</td>
<td>40</td>
</tr>
<tr>
<td>Years to obtain maximum adoption</td>
<td>15</td>
<td>7</td>
</tr>
<tr>
<td>Maximum potential benefit</td>
<td>40 038 519</td>
<td>40 038 519</td>
</tr>
</tbody>
</table>

**Cost benefit analysis**

<table>
<thead>
<tr>
<th></th>
<th>Without Target 10</th>
<th>With Target 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present value benefits ($)</td>
<td>57 404 678$\text{a}$</td>
<td>120 084 711$\text{b}$</td>
</tr>
<tr>
<td>Present value of costs ($)</td>
<td>6 763 653$\text{c}$</td>
<td>6 680 033</td>
</tr>
<tr>
<td>Net present value ($) (b-c)-a</td>
<td>62 680 033</td>
<td>10.27</td>
</tr>
<tr>
<td>Benefit-cost ratio</td>
<td></td>
<td>140.15</td>
</tr>
<tr>
<td>IRR (%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A sensitivity analysis was conducted for a number of possible adoption profiles. The year adoption begins and the maximum level of adoption without Target 10 are of particular interest because these contain the greatest amount of uncertainty. The year to reach maximum adoption was held constant and the results are shown in figure 7:

![Graph of net present value at different adoption rates](image)

**Figure 7** Graph of net present value at different adoption rates

The graph shows that the year adoption would have begun without Target 10 has a large effect on the project’s outcome. The longer it would have taken for adoption to occur, the greater the benefit from extension work. The greater the acceleration due to Target 10, the greater the benefits. The graph also shows that the increase in maximum adoption resulting from Target 10 also affects the size of the benefits. A break-even analysis was conducted to work out the maximum costs that the producer could incur from implementing Target 10, before incurring a loss. Assuming a 7% increase in milk production from a 10% increase in pasture utilisation, this was found to be $5000 per farm.

**Use of findings**

Using the assumptions stated, the analysis indicates that extension has sped up adoption by 6 years, resulting in a net benefit of $62 million to the Victorian dairy industry. This preliminary analysis helped to validate project plans, and will be followed up by other evaluations by means of surveys of change in pasture use and farm profitability (Boomsma 1996).

**Sources:** Boomsma (1996); Appleyard (1996); Appleyard (1996a); Morrison (1993).
Impact evaluation for illumination aims to explore both the intended and unintended outcomes of program interventions. Case Study 4 describes an evaluation of an overseas farming systems development project in India. Evaluation has a prominent presence in agricultural development projects in lower income countries. There is a strong focus on the use of logical frameworks, and an increasing tendency towards participatory process project design (Farrington and Nelson 1997). Often the word ‘evaluation’ is replaced by the term ‘impact assessment’ (IA).

Internationally there is a current trend towards ‘process’ projects that have broadly-defined goals at the onset and are highly participatory. These projects pose particular difficulty for evaluation and require more of an exploratory approach in order to determine unexpected outcomes. Participatory process projects evolved as a backlash to the frequent failure of projects with pre-defined goals at the onset. These rigid programs were not flexible enough to meet the requirements of bottom-up planning. Case Study 4 is included in the Review as an example of one way of evaluating a ‘process’ project, where each site may have developed in individual ways and where summarising the results across the various sites would not be appropriate. The example uses village case studies to explore the impact of a participatory farming systems project conducted in Western India.

Case study evaluation is widely written about in program evaluation. In educational research and evaluation, case study is one of the main approaches taken. Internationally the value of conducting case studies is now recognised by development agencies such as the World Bank (Casley and Kumar 1987). The term ‘case study’ is used widely but loosely. Case studies focus on the individual but not necessarily on the singular. The individual is implicit in the notion of ‘case’, but the individual may be a group, a project, a village, an institution, a region and so on (Sechrest et. al 1996). Case study evaluation is the study of the particularity and complexity of a single case, coming to understanding its activity within important circumstances (Stake 1995). Case studies usually involve ‘thick description’ – that is description that is rich in context.

Sechrest et al. (1996) state that:

“…a well-designed case study may provide justification for undertaking a larger scale study, and can provide critical information on ‘how and what’ questions. Because of the thick description and the many data points available, what a case study can do is reveal how the intervention works on the mediating variable(s) and therefore how the intervention brings change in the dependant variable. A case study may be the best design to answer questions about an emerging phenomena.”
Case Study 4
Evaluation of a participatory process project in Western India

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Soft</th>
<th></th>
<th>Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Form</td>
<td>Formative</td>
<td>Summative</td>
<td></td>
</tr>
<tr>
<td>Owen’s form</td>
<td>F5 F4 F3 F2 F1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data collection</td>
<td>Qualitative</td>
<td>Both</td>
<td>Quantitative</td>
</tr>
<tr>
<td>Stage of program</td>
<td>Forming</td>
<td>Developing</td>
<td>Settled</td>
</tr>
<tr>
<td>Program planning level</td>
<td>Regional</td>
<td>State</td>
<td>National</td>
</tr>
</tbody>
</table>

The program
The KRIBHCO Indo-British Farming Systems Project (KRIBP) as described elsewhere (Jones et al. 1996, Mosse et al. 1995) is a participatory farming systems development project situated in the Bhil tribal region of Western India. It was initiated in 1993 in one of the poorest regions in India. The project strategy, oriented towards improving the livelihoods of poor farming families, involves an extended process of participatory planning to generate location-specific plans for development of natural resources and social institution development. The project is based on the premise that sustainable development depends on enhancing local self-reliance through institutional and community development. The aim of the project model is to build participatory farming systems development approaches through the establishment of village level groups that target the very poor and take account of gender concerns.

The evaluative work relating to this paper was carried out between 1996 and 1997. However, it should be noted that in addition to this evaluation, the project conducted other types of evaluation. A monthly monitoring system is in place, in addition to a mid-term assessment of the impact of the project interventions, and assessment of the cost and benefits of participation.

Goal of the evaluation
The ultimate objective of the study was to determine project impact with respect to the objectives and aims laid out in the logical framework (see Section 12.2). In line with the project objectives special emphasis was given to the impact on the poor and women and on the participatory approach adopted by the project. Other aims of the study included:

- **Documentation**: one of the aims of the project was to develop a replicable model for farming systems development. Because of this it was very important to document the project impact and experiences in order to feed this information into new projects and programs. This also helped to prevent loss of organisational learning and to provide suitable material for the orientation of new field workers.
- **Illumination**: donors and project staff wished to gain a fuller view of what was happening at village level, to understand how the participants perceived the combined impact of the various project interventions.
- **Accountability**: both project staff and donors were keen to be able to prove that this model was working, as prior to this there had been little documented evidence of strong project impact. The study was conducted towards the end of the first phase of funding of this project and was to be used to inform decision-makers as to whether this project should be continued.

Form of evaluation
This evaluation focused more upon the impact than the process and has most in common with Owen’s Form : impact evaluation.
Actors
The principal researcher had been attached to the project for a period of one year as part of a professional training scheme, and was under the supervision of the project management. However, the full evaluation team was made up of local field staff and international consultants.

Method of evaluation
Case studies of 8 project villages were conducted in order to understand the farming and livelihood systems and to get an overall view of the impact of the project initiatives. The case studies covered three states of Western India. In all studies, the project impact was assessed by considering local perceptions of project-induced changes, in the wider context of change occurring over the 5-year period in which the project had been operating.

During each case study household (HH) interviews, Participatory Rural Appraisal (PRA) exercises and semi-structured interviews (SSI) were planned to follow a logical order, to be flexible enough to enable the incorporation of learning as the process of information collection proceeded (see Figure 8). In line with the objective verifiable indicators (OVI), impact was considered with regard to who was benefiting: male or female; different socio-economic classes. Participatory farming systems models were used at an exploratory phase in this process, to ensure that the evaluation was based upon the values of the farmers themselves.

Secondary Information collection
HH interviews

Historical change in farming systems exercise
Exploratory livelihood systems

Exploratory farming systems models
Changes in livelihood management

Cropping strategies, livestock and tree exercises
SSI on livelihood profiles and strategy changes in

women’s lives

Semi-structured interviews to clarify and quantify impact issues raised in income
Detailed quantitative HH profiles on assets, expenditure, migration

Feedback results with farmers and present booklets

**Figure 8 Information collection flow**

*Farming system models*: These models were used to learn how farmers perceived their farming system and to identify the sub-systems. It was hoped that this holistic view of the farming system would then create an ideal context in which to question the participants about any changes to this system brought about by the project. The participants were asked to represent the various enterprises of the farm using materials available nearby. In different villages the models were constructed using different materials, which included, clay, straw, seeds, twigs, dried cow dung and anything that was at hand. A key factor was that the facilitator was not involved in creating the model. When the diagram was completed the farmers were asked to draw arrows (or represent arrows with twigs) from one enterprise to another, to represent recycling and flows of materials and labour. Finally they were asked to represent the market
and indicate flows of materials and labour to and from the market using arrows. The second stage was to ask whether any changes had occurred in this farming system over the period of project involvement. Specific enterprises and relationships were pointed out and the participants were encouraged to talk about any changes in these flows and relationships. Every exercise was repeated and carried out with both male and female farmer groups. An effort was made to select informants from all socio-economic classes.

These models and other participatory exercises were used to explore the ways farmers view changes in their livelihoods and farming systems. Indicators such as the number of buffaloes and the change in bride price came out of these exercises as local indicators of improved well-being. These were then used along with indicators developed by the project team to carry out semi-structured interviews. These findings were presented back to the farmers in booklets that included drawings, photographs and simple text, as the literacy rate was below 10 percent. During the feedback meeting the booklets were modified to include the farmers’ comments and analysis of the results.

Use of findings

The participating farmers indicated that they were very pleased to receive feedback on the evaluation findings for a variety of reasons. Participants explained that they felt ownership over the evaluation and would keep the evaluation reports as village records for future use. Some of the women farmers perceived that being included in the process had elevated their status. While the findings did not feed directly into village work plans, it is hoped that they will be used to focus the next phase of village planning. The facilitators found this process to be an unobtrusive method to gain insight into a complex system; it also supported the participatory nature of the project. The case studies were documented and included many direct quotations from farmers as well as time-trend data for migration, herd size, tree cover, cropping intensity and change in crop variety.

The study revealed differences in impact among the villages selected in terms of project interventions that were chosen, and how they were implemented and received. The case study approach allowed in-depth analysis of specific situations and led to an understanding of unexpected impact. The approach to evaluation, especially the farming systems models, enabled farmers to identify what change factors were important to them. In this way, the methodology supported the overall participatory approach of the project. It allowed self-determination of which changes were important, and which changes should be measured. The evaluation also enabled project staff to further understand the values of the project participants, and this learning experience was fed back into the project’s organisational learning system.

Source: Case study taken from Dart (1997)
Monitoring and evaluation (M&E) for program management (based on Owen’s Form 2) is designed to run throughout the life of a project and is generally set up during the developmental stage. This distinguishes it from other forms of evaluation, which are more discrete studies. The main focus of this form of evaluation is to provide feedback to the management information system. During the Review of Australian extension several organisations reported that they were initiating systematic monitoring systems, but we found little evidence of programs/projects that currently have systematic, formalised, established monitoring systems. This finding is confirmed by the conclusion of Woods et. al. (1993) that there is little evidence of formal M&E in Australia for the management of extension.

Despite this dearth of M&E within Australian extension, some Australian R&D workers have wide experience of projects in overseas countries, where such systems are established as an integral part of project design (McCormack, D. pers. Comm). Typically, the M&E system is derived from the indicators specified in a ‘logical framework’ (see Section 12.2) that is set up at the start of a project. A database is established to allow recording of M&E data on a time-sequence basis over the life of the project. The indicators are usually listed in four main categories, as shown in the example in Table 4.

Table 4  Example of matrix for recording M&E data for a rice development project over three years (shading indicates monitoring periods)

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Pre-project</th>
<th>Six-monthly time-series data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dec 89</td>
<td>Dec 90 Dec 90</td>
</tr>
<tr>
<td>Financial</td>
<td></td>
<td>June 90 Dec 91 Dec 91 June 92</td>
</tr>
<tr>
<td>project expenditure</td>
<td></td>
<td>Dec 92</td>
</tr>
<tr>
<td>Physical</td>
<td></td>
<td></td>
</tr>
<tr>
<td>no. of field days</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
<tr>
<td>no. of farmer contacts</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
<tr>
<td>sales of info. material</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
<tr>
<td>Benefits</td>
<td></td>
<td></td>
</tr>
<tr>
<td>total rice production</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
<tr>
<td>average farm income</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
<tr>
<td>Environmental</td>
<td></td>
<td></td>
</tr>
<tr>
<td>water use efficiency</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
<tr>
<td>soil phosphorus balance</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
</tbody>
</table>
From the data in the matrix, graphs are commonly produced that demonstrate progress in terms of project expenditure, extension activity, agricultural production and other indicators. These time-series data are intended to allow aid donors to keep track of expenditure and outcomes of the development effort. Gathering the data for an M&E system requires expenditure and effort, so simple and cheap and quantitative indicators are often employed. However, a sound M&E system requires carefully chosen indicators, which can include a range of more sophisticated measures, such as level of farmer satisfaction with project benefits.

In this Section several approaches to monitoring and evaluation are presented:

- planning-based approaches to monitoring using performance indicators (Section 8.1)
- evolutionary approaches to monitoring, that do not employ performance indicators (Section 8.2)
- quality assurance (Section 8.3)

M&E for program management is conventionally associated with input-output monitoring which would be represented by levels 1 to 3 of Bennett’s hierarchy (Bennett 1977: see Table 5) and is explored further in Section 12.1.

### Table 5 Bennett’s hierarchy

<table>
<thead>
<tr>
<th>Level</th>
<th>Bennett’s Description</th>
<th>Type of evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 7</td>
<td>Consequences for the target group</td>
<td>Evaluation &amp; monitoring relating to social / economic impact</td>
</tr>
<tr>
<td>Level 6</td>
<td>Behavioural changes in the target group (Practice change, sometimes indicated by change in quality of products))</td>
<td>Evaluation &amp; monitoring relating to behaviour change (also impact monitoring)</td>
</tr>
<tr>
<td>Level 5</td>
<td>Change in knowledge, attitude, skills, motivation and group norms</td>
<td>Evaluation &amp; monitoring relating to intermediate indications of behaviour change</td>
</tr>
<tr>
<td>Level 4</td>
<td>The farmers’ opinion about extension activities</td>
<td>Evaluation &amp; monitoring relating to farmers’ opinion</td>
</tr>
<tr>
<td>Level 3</td>
<td>Farmer participation in extension activities (participation monitoring)</td>
<td>Monitoring degree of participation</td>
</tr>
<tr>
<td>Level 2</td>
<td>Implementation of the program by extension agents (activities monitoring)</td>
<td>Activity monitoring</td>
</tr>
<tr>
<td>Level 1</td>
<td>Programming of the extension activities (inputs monitoring)</td>
<td>Input monitoring</td>
</tr>
</tbody>
</table>

Source: Modified from Bennett (1977)

In Australia, many extension programs do record inputs and outputs for accountability purposes. But on-going records of farmer perceptions of extension activities, changes in KASA and behaviour change (levels 3-6) are more likely to be monitored informally; observations are written in extension workers diaries and internal files, or as verbal reports. A review of M&E of Property Management Planning programs in South-East Queensland showed that while a significant amount of information was collected for the program coordinators’ own use, few data were reported formally. In some cases the data were collected for the team and reported
verbally, but not documented. The most frequent time period for reporting was six-monthly, and the type of information collected varied considerably from one coordinator to another. It was most common to monitor levels of participation in the meetings and farmer perception of workshop activities. Little information was routinely collected on changes resulting from the workshops (Stewart 1994).

The major recommendation of Purcell (1984) from a worldwide review of agricultural programs was that large expenditure of resources on extensive surveys to quantify extension impact and economic benefits is questionable for many countries, due to the extreme difficulty of linking cause and effect. He suggests that it is probably more appropriate to concentrate M&E on:

- measuring the change in adoption of ideas promoted by extension agents in specific areas of influence (KASA)
- understanding the reasons for significant non-adoptions, and
- questioning the intended farmer clientele on how they perceive the extension services offered (by various agencies).

In other words it would be geared to improving effectiveness and efficiency of extension and directly asking intended clients about the impact it is having. It would be geared to ongoing evaluation rather than to quantitative ex-post evaluation, but would contribute to ex-post assessment.

**8.1. PERFORMANCE INDICATORS USED IN M&E**

Traditionally, formal monitoring in program management records performance (or management) indicators over a period of time. A performance indicator is a simple statistic recorded over time, to inform managers of the success of some aspect of program management. Examples of indicators in agricultural extension might be the number of farmers contacted by extension agents per year, or the number of members participating in discussion groups. Owen (1993) stresses the importance of ensuring that evaluators use a full range of data collection and analysis techniques. In terms of Bennett’s hierarchy, a full range would include the above simple indicators, as well as some measures of change at higher levels, such as number of farmers adopting a new practice, or decrease in the number of farm families on social welfare. Fishpool (1993) listed five main categories of indicator:

- **Effectiveness indicators** – the extent to which a program is satisfying the purpose for which it was established. This type of indicator should provide answers to the question, “What sorts of things would you point to as evidence that the program was achieving the desired results?”

- **Social justice indicators** – the social impact of a program in terms of equity, equality, access and participation. This indicator should provide answers to questions like, “Does the program address all client target groups equitably?” “Is access (e.g. geographically, language, timing) to the program facilitated for all client target groups?” Or, “does this program increase the ability of clients to participate fully in the community or industry?”
• **Operational efficiency indicators** – the relationship between inputs and outputs. This includes both productivity and aspects of service delivery and should provide answers the questions like, “how much does it cost to service our clients and how does this compare to previous performance or to the costs of similar operations elsewhere?”

• **Outcome efficiency indicators** – the relationship between outputs and outcomes. This indicator should provide answers to questions like “how can we examine the costs against the benefits of this program?” or “how do we know whether this program achieves its outcomes efficiently or are there better ways?”

• **Standards of service indicators** - the quality of the service to clients. This indicator should provide answers to questions like “How do we know if our clients are satisfied with the way they are treated when using the program? How do our current standards of service compare with the past levels of services?” Or, “is the standard of service provided appropriate to client needs?

The danger is that simplistic performance indicators can miss out on the bigger picture. In addition to this, reliance on quantitative indicators alone can ‘lead’ the program: they are not neutral and can be counter-productive and even run against the greater aims of the program. There is now a significant debate about the past usefulness of performance indicators in government agency and corporate planning. Owen (1993) cites Winston (1991):

“It appears that there is no evidence in the literature or in the practical experience of governments that performance indicators have ever been successfully applied by governments to the evaluation of human service programs, in the context of program budgeting. There is evidence to the contrary, that exemplifies failures to get performance indicators to contribute as intended to management and budget cycle decision making” (Winston, 1991:604).

The following case studies represent M&E studies of various types. It is significant that although many good examples of M&E exist in health and education, no documented evidence was found of comprehensive M&E in agricultural extension. Case Study 5 illustrates a monitoring system, using indicators that correspond with levels 1 to 4 of Bennett’s hierarchy. However, the reader is advised that in this case study monitoring of crop pests is also intervention oriented and can cause some confusion. No other suitable case study was found of monitoring extension programs in Australia.
### Case Study 5

**IPM program for potato pests: an example of monitoring & evaluation**

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Soft ← Formative F5 F4 F3 F2 F1 Summative Quantitative → Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Form</td>
<td>Owen's form</td>
</tr>
<tr>
<td>Data collection</td>
<td>Qualitative Both → Quantitative</td>
</tr>
<tr>
<td>Stage of program</td>
<td>Forming Developing Settled Finished</td>
</tr>
<tr>
<td>Program planning</td>
<td>Regional State National</td>
</tr>
</tbody>
</table>

### The Program

Until 1987 the Australian potato industry relied heavily on chemical insecticides; the regular use of organophosphates and synthetic pyrethroids remained common practice in many areas (Horne 1990). The Horticulture Research and Development Corporation (HRDC) is keen to promote Integrated Pest Management (IPM) amongst potato growers. The aim in this project was to extend information on IPM to potato growers, crop advisers and others in the industry by demonstrating IPM in action. Evaluation of the extension program was built into the project and comprised monitoring both the uptake of IPM by farmers and the monitoring of pests in farmers’ crops. However, this crop monitoring was also an essential part of extension and of the IPM concept itself (Hall 1994).

Regular crop monitoring is an important component of IPM because it allows growers to make timely decisions with precision on action to be taken against pests. This aspect of monitoring was done by trained and trusted crop advisers, and the data were used by farmers as well as to provide information (with other indicators) for ongoing evaluation of management of the extension project.

In the areas selected for the project, support from growers who owned the monitored crops was important in showing that IPM was practical and could be used immediately to provide good results. Information based on these demonstration crops and their pest populations was presented at grower meetings, field days, industry meetings, conferences, workshops and in written articles.

In Victoria, a small number of growers (4-10) in each of 3 key districts cooperated with the field monitoring and demonstrations. Parallel projects were conducted in NSW and Western Australia, Queensland and South Australia. In May 1997, a protocol for monitoring potato crops in Australia was developed by bringing together people in the project who were involved in advising growers. This provided a procedure that can be used as the basis for monitoring in any potato crop in Australia.

### Goal of the evaluation

The main aim of M&E was to provide continuous feedback to the project managers to allow constant improvements to be made towards the project goal of promoting IPM amongst growers.

### Form of evaluation

This case study is an example of ‘monitoring and evaluation’ for management. However, the methods of data collection were varied and rather informal – because of the difficulty of establishing an extensive infrastructure for regular recording of adoption and other performance indicators. A range of techniques and types of information were utilised in the first year. In the longer term it may be feasible to establish more objective and quantifiable indicators. The researchers feel that excessive time may be wasted in establishing too extensive and rigid an M&E system, and that informal means of M&E may be more time- and cost-effective.
Actors
The evaluators were members of and collaborators with the project team.

Methods of evaluation
A number of measures were proposed as indicators of the progress of the project towards achieving adoption of IPM by potato growers. These included ‘knowledge of principles of IPM’, ‘number of insecticide sprays per crop (for particular pests)’, ‘knowledge of beneficial insects in potato crops’ and ‘percentage of farms adopting IPM practices’.

In 1987 there was virtually no knowledge or use of IPM in the Australian potato industry. Prior to this project commencing in 1996, mail surveys were distributed to (2356) growers in all major potato growing areas across Australia to determine the level of awareness or use of IPM at that time. The 680 growers who responded indicated wide variation in awareness of IPM - from 35% in some districts to around 60% in others. That survey served as a baseline for the M&E of data from various districts in this extension project. Data on these indicators are collected from periodic surveys and advisers in key districts, from processors and other sources. These data are examined together with other data from each district, on ‘cost of insecticides used per crop’, ‘yield of potatoes per hectare’, ‘quality and price of potatoes at marketing’ and other variables useful in assessing the performance of the project. Time sequence surveys have been conducted in some key potato growing areas (e.g. Ballarat) and these indicate progress towards adoption of IPM. Anecdotal information from growers on their experience in the use of IPM and of the extension program is also recorded in all districts.

Some results
The M&E system established appears to be providing information valuable in adjusting project management towards achieving project aims of extending the use of IPM. Insecticide use is declining in many areas and crops have produced yields at least as high as usual (Paul Horne, 1997, pers. comm). Support from growers as a result of these demonstrations was very high and some selected responses of growers were given in an article in Good Fruit and Vegetable (June 1997) and in O’Sullivan (in Eyes on Potatoes. In general, growers found that IPM resulted in significant savings by reducing the number of insecticide sprays, without loss of production or quality.

It is has become clear that IPM strategy must be adaptable to suit local conditions and production methods. For example, fewer insecticides are being used on monitored crops grown under centre pivot irrigation near Swan Hill, despite higher pest numbers than in other potato growing districts.

The project has led on to the development of specific IPM solutions to particular problems, such as the instigation of commercial breeding of beneficial Orgilus wasps for release in selected areas. Another important outcome for management has been the Monitoring Proforma developed for the project, which is now used by many advisers and consultants to serve growers in many districts.

Use of findings
The results are utilised continuously in improving the management of the project and to guide others in establishing IPM programs. Using the results to date, support is being sought to expand the project to other districts.

Current approaches to monitoring extension programs overseas are heavily influenced by a planning ethos that places substantial emphasis on rationality, prediction and control (Davis 1994). The evolutionary approach to monitoring described in Case Studies 7 and 8, in many respects, is the opposite. Davis (1994) outlines seven main differences between these approaches:

- **Objective indicators vs subjective iterative process**: A central feature of planning-based methods of monitoring is the use of ‘indicators’. Within planning-based approaches it is believed that differences in the subjective perspectives of events, and the underlying value concerns of different observers, need to be controlled or ignored. Under the evolutionary approach, agreement on meaning of events is an outcome at the end of a process (a month’s cycle or more), never final in its form, and subject to revision in the light of new experience. The identification of differences in interpretation is a central to the whole process; they are to be brought to the surface and explored, not ruled out.

- **Inclusion vs selection**: Planning-based monitoring systems are mostly quantitative in their content. Quantitative analysis is based on the ability to enumerate things or events. At the very basic level of counting, quantification is also about the homogenisation of experience. Within the daily experience of organisation those events which are countable are summarised by a process of inclusion. Within the evolutionary approach experience is summarised by selection rather than by inclusion, it focuses on the exceptional rather than the commonality, and it seeks to differentiate rather than homogenise. It is about defining the meaningful edges of experience rather than identifying a central tendency.

- **Predicting outcomes vs open-ended outcomes**: Under the planning-based approach to monitoring, events of concern are identified before their occurrence, rather than afterwards. In conventional systems ‘indicators’ are established at the beginning of a project, and data in the form of statistics is gathered repeatedly throughout the life of the project. The process is strongly deductive in orientation: starting with a conception of the desired outcomes and working down from there. The opposite is an inductive approach, where indicative events are abstracted out of recent experience, and this process is renewed with each new reporting period of the monitoring system. Instead of being predictable it is open-ended.

- **Who defines the indicators?**: In most monitoring systems events of concern are defined by people distant from those events that are to be monitored. Typically the identification of indicators is carried out by senior staff in organisations. Reformist approaches have consisted of taking the indicator identification process down the hierarchy, in some cases, to the beneficiaries themselves whose views are sought, through the use of PRA methods. In evolutionary monitoring those closest to the experience being monitored (e.g. the field staff) are given the right to pose to those above them a range of competing interpretations of those events. The role of those in power over them then becomes to respond, on a selective rather than inclusive basis, to the menu of options provided to them a new each month.
• **Where are the data analysed?**: Normally the analysis of events documented by an organisation monitoring system is carried out on a centralised basis, at senior levels of the organisation. Typically, field level workers do not analyse the data they collect; rather they simply forward information up their hierarchies for others to analyse. In evolutionary monitoring, information is not stored or processed on a centralised basis, but is distributed throughout the organisation, and processed locally. Staff not only collect information about events but they make their own evaluation of that information, according to their own local perspective.

• **Statistics vs thick description**: Normally when conventional monitoring data is analysed it is in a form and location that strips it of context. Typically, few text comments accompany statistics sent up from field workers. The alternative makes use of what Geertz (1973) has called ‘thick, description’, closely-textured accounts of events, placed in their local context, and where the role and subjectivity of the observer is visible. In the world of ordinary people these often take the form of stories or anecdotes. Within the evolutionary approach to monitoring outlined here these ‘stories’ are accompanied by their readers’ interpretations.

• **Static vs dynamic**: Most monitoring systems are largely static structures. Indicators remain essentially the same for each reporting period, and the same questions are asked again and again. The focus remains the same. With the evolutionary approach the contents of the monitoring system are potentially far more dynamic and adaptive. Events reported reflect both a changing world and changing sets of perceptions within the organisation about what is important within their world. Where quantitative data are sought on the incidence of an event found to be significant by a number of levels of the organisation, it can be done on a one-off basis; there is no intrinsic need to repeat the same inquiry each reporting period thereafter

(Source: paraphrased from Davis 1994).

Case Study 6 is an example of an innovative approach to monitoring without indicators from the field of agricultural extension in Australia: Case Study 7 is included to illustrate an evolutionary approach to project monitoring in an overseas development project.
Case Study 6

FARMSCAPE (Farmer-Adviser-Researcher Monitoring, Simulation, Communication and Performance Evaluation) for improved management of dryland cropping

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Soft</th>
<th>Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Form</td>
<td>Formative</td>
<td>Summative</td>
</tr>
<tr>
<td>Owen’s form</td>
<td>F5 F4 F3</td>
<td>F2 F1</td>
</tr>
<tr>
<td>Data collection</td>
<td>Qualitative</td>
<td>Both</td>
</tr>
<tr>
<td>Stage of program</td>
<td>Forming</td>
<td>Developing</td>
</tr>
<tr>
<td>Program planning level</td>
<td>Regional</td>
<td>State</td>
</tr>
</tbody>
</table>

The project
FARMSCAPE is currently funded for 3 years and commenced in 1995. It is run by APSRU (Australian Production Systems Research Unit), a group made up of officers from the CSIRO and Queensland DPI. APSRU is directly interested in the geographical area from Northern New South Wales to Central Queensland. APSRU’s core technology is based on a computer program, Agricultural Production Simulator. APSIM uses meteorological, crop and soil data to simulate the consequences of management on system performance. FARMSCAPE’s decision support features a high degree of contextualisation and provision of insights rather than prescriptions. The notion of decision support has evolved from a sole emphasis on developing software as a ready-made product for use by farmers, to developing new relationships and learning processes.

The FARMSCAPE project (that this evaluation concerns) was developed from a pilot project established in 1992 as part of a process to link APSRU with 3 farmer groups operating in the Dalby region. The aim was to demonstrate tools that were available to improve sound decision making, as well as providing feedback on those decision-making areas most likely to benefit from the products of research and modelling. The FARMSCAPE project had been operational for 2 years when this evaluation commenced.

Goal of the evaluation
The overall goal of the evaluation was to determine the degree to which various aspects of the FARMSCAPE RD&E approach was contributing to how managers think about management of their production activities in the face of extra-ordinary weather uncertainty, changes in their practice, how this was happening and in what ways it could be enhanced. More specifically it aimed to:

- identify opportunities for contributing to new insights and better planning and decision-making
- log evidence of the degree to which a project activity contributed to new insights and better planning and decision-making.

Form of evaluation
This evaluation is best described as Owen’s Form 4: monitoring and evaluation for management. It is an on-going evaluation and is aimed at improving the delivery of the program as well as contributing to making summative judgements at a later stage. This evaluation process could also be described as Form 2, evaluation in program management.

Actors
Both internal and external evaluators carry out the evaluation. The audience appears to be mainly internal to the program, including the farmer clients.
Method of Evaluation

The central evaluation tool was the use of ‘logs’. In the context of this study, logs are iterative records/interviews of events, reactions, attitudes and action captured in a given framework, through a combination of:

- individual written notes/reports by key persons at selected intervals, or as an issue arises
- structured debriefing sessions by selected groups themselves or facilitated by an outsider
- semi-structured interviews with key persons.

Currently, 30 persons are ‘logged’ by telephone interview every 3 months and are interviewed face-to-face by an external evaluator every 6 months. The human logs include farmers, consultants, DPI extension staff, researchers and modellers. This method of evaluation is still being developed. The intention was to trial various approaches and to select the most effective ones to use. The logs are to be used with each of the main stakeholder groups in the project.

Presentation/utilisation of findings

It is intended that the information gained in this process will be fed back to project members to assist in improving future actions.

Source: From information supplied by R. McCown, CSIRO (Australian Production Research Unit, Toowoomba) and J. Coutts (Rural Extension Centre, University of Queensland, Gatton)
### Case Study 7

**An evolutionary approach to facilitating organisational learning: An experiment by the Christian Commission for Development in Bangladesh**

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Soft ← ● → Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Form</td>
<td>Formative ● Summative</td>
</tr>
<tr>
<td>Owen’s form</td>
<td>F5 F4 F3 F2 F1</td>
</tr>
<tr>
<td>Data collection</td>
<td>Qualitative ● Both Quantitative</td>
</tr>
<tr>
<td>Stage of program</td>
<td>Forming Developing Settled ● Finished</td>
</tr>
<tr>
<td>Program planning level</td>
<td>Regional State National ●</td>
</tr>
</tbody>
</table>

#### The program
The Christian Commission for Development in Bangladesh (CCDB) is a medium-sized Bangladeshi non-government organisation (NGO) with almost 550 staff. Its annual budget is approximately US$4 million. The main program CCDB runs is the Peoples’ Participatory Rural Development Program (PPRDP), which involves more than 46000 people in 785 villages in 10 districts. Approximately 80% of the direct beneficiaries are women. Development assistance is made available to participants in 3 forms: group-based savings and credit facilities used to meet the needs of individual households, grant assistance given to the same groups on a pro-rata basis and intended for community level developments, and skills training, mainly for livelihood purposes. The large scale and open-ended nature of these activities poses a major problem for the design of any system intended to monitor process and outcome.

#### Goal of the evaluation
In 1994 an experiment in participatory monitoring was conducted with PPRDP program that involved the deliberate abandonment of the use of ‘indicators’, a central concept in orthodox approaches to monitoring. Implementation took place in 4 PPRDP project areas in Rajshahi zone of western Bangladesh, where 140 project staff are working with approximately 16,500 people grouped into 503 associations.

#### Form of evaluation
In terms of the meta-model of Owen (1993), this form of evaluation best fits under Form 2; monitoring and evaluation in program management.

#### Actors
The experiment was the outcome of a voluntary collaboration between an independent researcher (external) and the program (CCDB). CCDB adopted the approach because, according to the Director, it appeared to fit their needs. The independent researcher also had a need to generate information of value to a PhD thesis. The researcher was not accountable to the donors.

#### Method of evaluation (an outline of the process, as implemented)

**The selection of domains of change to be monitored:** A brief process whereby senior staff identified 3 broad areas or types of changes they thought CCDB needed to monitor at the project level:

- ‘changes in people’s lives’
- ‘changes in people’s participation’
- ‘changes in the sustainability of people’s institutions and their activities.’
- ‘any other type of change’.

None of these types of change were precisely defined. Their boundaries were deliberately left ‘fuzzy’. Initially it would be up to the field level staff to interpret what they felt was a change belonging to any one of these categories. Since the first trial of the method in March 1994 changes have been reported for each month in each of the 4 project areas.
The participants: There were 4 groups of participants in the monitoring system: (a) group members in the project area, (b) the local project staff, (c) the senior staff at a central office (d) CCDB’s donors. The structure of their participation determined how the information from the monitoring system was analysed.

Phrasing the question: The basis of the monitoring system was a simple question in the following form: “during the last month, in your opinion, what do you think was the most significant change that took place in the lives of people participating in the project?” The respondent was then asked to give an answer in 2 parts. The first part was descriptive: what happened, who was involved, where it happened, when it happened. In the second part the respondent was asked to explain why they thought the change was the most significant out of all the changes that took place in that month. In particular, what difference had it made, or will it make in the future? The monitoring system was not aiming to report the average state of the project, but on the most significant events.

The structure of participation: In March 1994 a workshop was held with the senior staff of the 4 local project offices to plan the implementation of the monitoring system. Each Project Office was told that at the end of each month thereafter they would be expected to report to the head office one significant change in each of the 4 domains of change. Each Project Office was then asked to draw up a plan for how their field staff would, each month, identify a range of potentially important changes and how these would then be analysed in order to identify the most important. In practice, an average of 15 changes were documented by the field staff at each Project Office, each month, out of which 4 were then selected by more senior staff in the same Project Office as the most significant and then sent on to Dhaka.

The process was repeated at the Dhaka head office. The 4 sets of 4 changes (one set of 4 from each Project Office) were brought to the head office each month. The task of the head office staff was to select the 4 changes from the 16 which they thought were the most significant of all. In practice between 4 and 8 senior staff attended each of the monthly meetings and decided that each participant would rate each story out of 10, and the ratings would then be aggregated to produce the group response. The rating process was preceded by an active group discussion of each account of change. The single requirement was that they must document and explain their choice and communicate it back to the staff in the 4 Project Offices. In practice, the Dhaka office meeting and discussion took about 3 hours of staff time per month.

The third level in this process was analysis was by the donors. By the end of September the head office had selected 24 accounts of significant changes (4 domains x 6 months). Those changes were collated in the form of 4 chapters in a report. It was proposed that donors should read each chapter and select the one change in each chapter that they thought was the most significant according to their own values and concerns. As with other participants, they should document the reasons for their choices.

Feedback: After each month’s changes were evaluated by the head office staff, their judgement of the most significant changes, and the reasons behind those judgements, were fed back to the Project Offices concerned. Similarly, the results of the sub-group discussions at the RTM were also fed back via a plenary session. The purpose of regular feedback was so that those identifying the changes in the first instance could take into account the views of CCDB senior staff when in the process of evaluating changes. It was intended that if feedback was provided as planned the monitoring system should take the form of a slow but extensive dialogue up and down the CCDB hierarchy each month. In more evolutionary terms it can be seen as a process of co-evolution of interpretative frameworks within an organisational ecology.

Verification: Those changes that were identified as the most significant of all were precisely those stories where the most effort needed to be invested in verifying the factual details of the event. Verification visits to the sites of the described events can perform a policing function, ensuring that field staff are kept honest in their report-writing. They also provide an opportunity to gather more detailed information about the event which was seen as specially significant, and if some time after the event, a chance to see what has happened since the event was first documented.
Quantification: This can take place at 2 stages. Firstly, when an account of change was being described it was quite possible to include quantitative information as well as qualitative information. Secondly, it was possible to quantify the extent to which changes identified as the most significant in one location or zone have taken place in other locations, within a specific period. In the case of one significant change identified (concerning a women's purchase of land in her own name) all 10 Project Offices were asked to supply information on the numbers of identical incidents that they were aware of having taken place in their project area in the past year. However, no need was seen to repeat this particular question every month thereafter, as in traditional monitoring systems.

Use of findings
In summary, the monitoring system has survived and is itself undergoing evolution, both in the specifics of its procedures and in its perceived purpose. Although initially planned to operate for the 6 months until the RTM meeting the monitoring system described above was continued afterwards, on the instructions of the Director. In January 1995 CCDB decided on its own initiative to extend the system to include 3 more of the 10 PPRDP areas. Rather than the contents becoming increasingly similar over time, and the system reaching a form of steady state, new changes have continued to be reported. The most notable of these concerned association involvement in an intra-family conflict over contraception use, reported in December 1995. Changes also occurred in the success ratings of the different project centres; while the Director had previously identified one Project Office as the most successful, on the basis of its good credit repayment record, the same Project Office was the least successful in terms of its ability to generate, through the PMS, a large number of highly-rated accounts of significant change. Staff have made extensive use of stories of change in CCDB publications, videos and educational materials. In addition, Project Office staff took visiting donor representatives to associations featuring the reported significant changes immediately prior to the RTM in November.

Source: Rick Davies, Centre for Development Studies, Swansea SA2 8PP, Wales, URL: http://www.swan.ac.uk/cds/rd1.htm
8.3. **Quality Assurance**

At the beginning of the Review, its scope was defined as being concerned with ‘programs’ rather than product, policy or people. In extension, however, ‘product’ evaluation and ‘program’ evaluation sometimes overlap. Quality assurance may be thought of as ‘product’ M&E, but within the field of agricultural extension, performance indicators are often associated with product quality and thus in this context quality assurance is inseparable from program evaluation. Owen (1993) includes quality assurance in the Form 2, as it is primarily for program management. Quality assurance is motivated by the need of governments, industries and competitive companies to be seen to be delivering high quality services with minimum expenditure of funds. It is becoming an increasingly important concept in all agricultural industries in Australia for products aimed at both export and internal markets.

Case Study 8 is an example from the poultry industry, in which private and government extension agents became involved in design and implementation (and training) for a QA system.
Case Study 8  
Quality assurance for Farm Pride Food, Victoria

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Soft</th>
<th>Formative</th>
<th>Summative</th>
<th>Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Owen’s form</td>
<td>F5</td>
<td>F4</td>
<td>F3</td>
<td>F2</td>
</tr>
<tr>
<td>Data collection</td>
<td>Qualitative</td>
<td>Both</td>
<td>Quantitative</td>
<td></td>
</tr>
<tr>
<td>Stage of program</td>
<td>Forming</td>
<td>Developing</td>
<td>Settled</td>
<td>Finished</td>
</tr>
<tr>
<td>Program planning level</td>
<td>Regional</td>
<td>State</td>
<td>National</td>
<td></td>
</tr>
</tbody>
</table>

The program
Andrew Almond (poultry training and extension specialist) was commissioned to coordinate the design and implementation of a Quality Assurance (QA) system for a major egg producer cooperative – Farm Pride Food. This activity is part of his extension activity, which aims to improve the general performance and profitability of the poultry industry. Farm Pride Food markets 90% of all eggs in Victoria and has 110 members ranging in size from 200 to 240,000 layers. The cooperative’s major customers (Coles, Woolworths, McDonalds) have instituted their own QA programs and consequently are insisting that all their suppliers implement QA too. Simultaneously the growing consumer concern about food safety issues has led Farm Pride Foods to put together a Food Safety Plan. These 2 pressures led to a decision by Farm Pride to design and implement their own QA in 1996/7. Industry/DPIE funding was procured to support the development of a QA system.

Goal of the evaluation
The aim of Farm Pride was to secure the position of preferred supplier status with their major customers. This intention was combined with the goal of reducing food safety risks to a minimum. In the longer term, the system is intended to lead to ISO 9002 status for the industry and some producers, which is required for export marketing of egg products. For Farm Pride, QA was implemented in an attempt to ensure higher quality management and products from their suppliers and to reduce safety risk. For the egg producers the system enables complying members to gain accreditation and all the marketing advantages of QA status.

Form of evaluation
QA is considered to be a form of M&E for management because it involves setting aims and standards and monitoring compliance.

Actors
Both external and internal auditors are used now that the system is established. The program was commissioned by Farm Pride and developed jointly by external specialists with their own staff. The training program involved a number of external specialists, and training manuals and other documentation were developed jointly with participation of producers. The audience is both the Farm Pride cooperative and the individual producers, as well as their customers.

Method of evaluation
A flow chart of steps and activities (Figure 9) shows the process adopted in establishing this QA system over a period of 18 months from February 1996 until now. The QA system comprises 3 elements:

- establishing a Code of Practice (general rules for production of first quality eggs)
- good Management Practices (GMP); a guide for farm managers to produce good quality eggs.
- includes grades and standards, e.g. for packaging and transport
- HACCP-based food safety plan (Hazard Analysis at Critical Control Points – a world standard procedure for analysing food supply standards).
The main steps in the design and implementation of the QA system are shown in the flow chart below:

1. Examine Literature on QA and HACCP systems from other industries examined
2. Consult experts on QA, including aspects of ISO 9002
3. Design training modules for producers and auditors
4. Develop codes of practice manuals
5. Run 3 training modules (6 months apart)
   
   Day 1. Food safety (HASSP) Shock tactics on safety risks. Customer requirements on compliance
   Day 2. Good management practices Code of practice
   Day 3. Documentation and records Auditing procedures & expectations
   Day 4. Reinforce compliance requirements
   Day 5. Start formal auditing (10% of members per year)
   Day 6. Assess customer satisfaction with product

   12. Steadily raise standard in collaboration with members
   13. Design new training programs with member participation
   14. Enrol members in TAFE Certificate in Food Processing

Proceed towards ISO 9002 status

Use of findings
The QA system is well accepted by members and has been ‘bought’ by Farm Pride Foods in other states. The compliance rates by producers has increased markedly over the year since training began.

Source: Drafted from information received from Andrew Almond, Longerenong College (University of Melbourne) and Nagi Mina, Farm Pride Foods, Keysborough
9. FORM 3: PROCESS EVALUATION

The principal focus in process evaluation is on the improvement of a program and understanding how it is being implemented. This form is generally carried out before program completion and is distinct from monitoring in that it is a discrete activity. Examples of models include implementation studies, action research, responsive evaluation, and topical RRAs (rapid rural appraisal – see Section 11.3) or PRA (participatory rural appraisal – see Section 11.4). The Review of evaluation in agricultural extension has found several approaches to process evaluation, including:

- process evaluation that is carried out to understand how a program is being implemented (illumination evaluation)
- process evaluation that is particularly responsive to the needs of the program clients (farmers) and aimed at improving the program while it is still developing (responsive evaluation)
- process evaluation that is carried out to provide guidance in the refinement of a program. This approach is often carried out when reviewing pilot programs, and has a strong formative element.

9.1. PROCESS EVALUATION CARRIED OUT TO UNDERSTAND PROGRAM DELIVERY

During the 1960s and 1970s the importance of examining implementation in formal evaluation studies emerged. When programs failed to achieve desired outcomes, practitioners started to examine how the programs had been implemented. It was found that the type of implementation varied greatly from site to site and that the process of implementation was an important factor in determining whether desired outcomes would be reached. Studies of this kind are referred to as process-outcome studies and are generally summative in nature (Owen 1993). However, in some cases the end point of the process-implementation study is to simply assess the extent of implementation. Case Study 9 provides an example of a process evaluation that was conducted to understand the degree of implementation of the program and to investigate stakeholders’ perspectives.

Case Study 10 is also an example of evaluation carried out to understand the delivery of the program but is more directed towards illumination. They also differ with respect to the level of organisation that is considered: unlike Case Study 9, Case Study 10 is aimed at evaluation of the progress of individual groups rather than a national program.
Case Study 9

National Whole Catchment Management: review and analysis of processes

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Soft ← — — — — Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Form</td>
<td>Formative</td>
</tr>
<tr>
<td>Owen’s form</td>
<td>F5  F4  •  F3  •  F2  F1</td>
</tr>
<tr>
<td>Data collection</td>
<td>Qualitative  •  Both  Quantitative</td>
</tr>
<tr>
<td>Stage of program</td>
<td>Forming  •  Developing  •  Settled  •  Finished</td>
</tr>
<tr>
<td>Program planning level</td>
<td>Regional  •  State  •  National  •</td>
</tr>
</tbody>
</table>

The program
The Land and Water Resources Research and Development Corporation (LWRRDC) in partnership with Murray-Darling Basin Commission and the National Landcare Program (NLP) established a national program on dryland salinity research, development and extension. The program seeks to develop a national response to dryland salinity that optimises the use and sustainability of natural resources. The principal aim of the program is to foster the development and implementation of catchment management plans which are closely linked to state salinity and/or whole catchment planning strategies. The program intends to support activities related to the priorities and recommendations outlined in catchment management plans that have been developed at the community level with state agency assistance. For purposes of this evaluation, one focus catchment was selected in each of the 5 mainland States. The outcomes and experiences gained in these catchments were to be extrapolated to other regions.

Goal of the evaluation
The goal of the evaluation was to examine WCM (Whole Catchment Management) at a national level, with a view to ensuring that the National Dryland Salinity Program is adequately integrated with sustainable environmental management at a catchment level. To do this a generic procedural model for ensuring that participatory and coordinated WCM occurs was developed through this evaluation.

Form of evaluation
This evaluation best fits Owen’s Form 3, process evaluation. It is largely directed towards a study of program implementation and is aimed at increasing understanding and improving decision-making from the catchment to the national levels. It is formative in nature and is directed towards describing the program and developing a framework for further evaluation.

Actors
An external evaluator was commissioned by LWRRDC to carry out the evaluation. While the client was LWRRDC (internal) the audience was much broader – from landholders and Landcare groups to natural resources agencies.

Method of evaluation
Throughout the document the various stakeholder views were represented separately under the consideration that all views are valid (a multiperspective approach). Case studies of the catchment areas operating under the WCM program were carried out. An analysis of state structures and progress towards WCM on specific catchments was undertaken. Selective reviews of the available catchment management literature were conducted, followed by interviews with a wide range of stakeholders and site visits to a range of catchments on a national level. Interviews were conducted by telephone and face-to-face during site visits. Structured questionnaire were not used and data analysis was qualitative. Concerns and issues raised in the interviews were paraphrased and grouped under appropriate sections.
Use of findings
The state-by-state analysis was used to identify stakeholders in WCM and derive a series of principles for WCM, which were suggested as best practice nationally. The principles were then used to derive a recommended generic Procedural Framework, PRIME, in which the planning, research, implementation, monitoring and evaluation activities essential to the achievement of WCM are described. In the report the findings of the evaluation were not presented as a series of specific stand alone recommendations, but as a ‘package’, with the procedural model (PRIME) being appreciated as a logical derivative of the WCM principles identified nationally.

Source: From materials supplied by J. Butterworth and G. Syme, CSIRO Land and Water, Perth
Case Study 10

Corangamite Salinity Program and global assessment scaling

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Soft</th>
<th></th>
<th></th>
<th></th>
<th>Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Form</td>
<td>Formative</td>
<td></td>
<td></td>
<td>Summative</td>
<td></td>
</tr>
<tr>
<td>Owen’s form</td>
<td>F5</td>
<td>F4</td>
<td>F3</td>
<td></td>
<td>F2</td>
</tr>
<tr>
<td>Data collection</td>
<td>Qualitative</td>
<td></td>
<td>Both</td>
<td>Quantitative</td>
<td></td>
</tr>
<tr>
<td>Stage of program</td>
<td>Forming</td>
<td>Developing</td>
<td></td>
<td>Settled</td>
<td>Finished</td>
</tr>
<tr>
<td>Program planning</td>
<td>Regional</td>
<td></td>
<td>State</td>
<td></td>
<td>National</td>
</tr>
</tbody>
</table>

The program
The Victorian DNRE decided to have a rigorous look at the effectiveness of one of its programs directed against the problem of dryland salinity. This program had been running for 5 years, and was considered to be at a settled stage. The specific project to be evaluated was the Corangamite salinity program. This case study describes an evaluation that was carried out to complement the existing road-side surveys (monitoring physical environment by observation) with some monitoring of institutional building and group forming.

Goal of the evaluation
The aim was to monitor the progress of the community groups involved in the program and to determine whether group performance was related to the amount of salinity control activities undertaken. This was to be conducted with an overall goal of understanding how the existing project was functioning and to improve the delivery of the project. A further goal was to test some new methods to augment the department’s basket of choices of evaluation tools and approaches.

Form of evaluation
This evaluation best fits Owen’s Form 3; process evaluation. It was conducted with view to further understanding the implementation of the project rather than solely concentrating on the physical outputs/impact.

Actors
The evaluator/facilitator was internal to the department and had recently received some training in evaluation, and was required to test some innovative evaluation tools. Global assessment scaling was presented to the facilitator in the form of a case study from the field of social research. It was presented as a cheap, easy and quick method to assess group performance. The audience of the evaluation was internal to the department.

Method of evaluation
A group of 5 extension workers from the project were selected. Participants were deliberately chosen to represent a range of views towards the project, and were from a range of geographical locations. The central question posed was “are groups providing tangible benefits?” Prior to the first meeting, each of the group members drafted a scale with 5 levels that described successful to non-functional groups. At the first workshop these 5 individual scales were amalgamated to present the views of the whole group.

The scale was then tested with a group of 15 extension workers. The facilitator described a hypothetical group and each of the participants was asked to score the group using the scale that had been previously created. It was found that scores were remarkably close. It was felt that this scale adequately described the various stages through which the community groups were moving. The closeness of the scoring gave the group confidence that an ‘outsider’ could join the team and use the scale with reasonably consistent results over a period of time.
Table 6  Global assessment scale describing community groups

<table>
<thead>
<tr>
<th>Score</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Most members of the community are contributing to the group and recognise they play an integral part in achieving holistic, long term and agreed community objectives. The group has its own identity and strives for excellence. They are able to identify and implement innovative solutions to problems with little or no government support. Members are willing to accept leadership, responsibilities and different roles. All members are implementing on-ground works and attending regular meetings. The group is exceeding salinity tree and pasture establishment targets and will be able to halt salinity within 30 years.</td>
</tr>
<tr>
<td>4</td>
<td>Most members of the community have an interest in the group and are working towards a shared long-term strategy. Most members have a holistic and regional vision, but others are still grappling with the concept. All activities are planned carefully by the group and attract significant interest. Government specialists may be invited to provide technical advice. There is a strong committee commitment and other sub-committees are completing specialised roles. The group is meeting salinity targets every year and will significantly slow the spread of salinity in the next 30 years.</td>
</tr>
<tr>
<td>3</td>
<td>The group shares common medium term goals and is developing a team culture and cohesion. There is a commitment from about 40% of the community to attend meetings regularly and complete on-ground works. New members are encouraged and there is an effort to conduct interesting meetings and activities. Government agencies assist with technical advice and organising activities at the group’s initiation. Salinity targets may or may not be met, depending on economic conditions, but there is a significant amount of on-ground works completed each year.</td>
</tr>
<tr>
<td>2</td>
<td>The group looks to government to set directions and activities. A small group of dedicated members have held leadership roles for long periods and are experiencing ‘burn-out’. The group may compete with other organisations for membership, or members may consist of people with specific agendas. There is no long term planning to assist direction setting and goals are strictly short term and self-centred. On-ground works are completed by a small, dedicated core through government funding. Salinity targets are not being met although small areas of salinity may be mediated with time.</td>
</tr>
<tr>
<td>1</td>
<td>The group is totally dependant on government for funding, support and leadership. There is a reluctance of members to assume any leadership roles or responsibilities, and there is apathy towards attracting new members. Meetings are irregular with few core members present, or meetings are non-existent. There are no agreed goals, and members may not share common problems to bring them closer together. There is little or no evidence of on-ground works occurring. The salinity problem will continue growing.</td>
</tr>
</tbody>
</table>

Use of findings

The process also led to some serious questioning of assumptions. Some groups, although rating reasonably well, were not actually conducting many on-ground activities to counter salinity. The opposite was also true; some groups given lower scores in terms of group performance had actually completed considerable on-ground activities. So, the assumption that higher rated groups were better at implementing on-ground measures was questioned. It also became evident that the relationship between the degree of facilitation support in terms of facilitation and the score level of group performance was not clear. These things together led to a change in the project approach.

To date the scale has been used several times to understand what stage the groups have reached in several of the department’s projects. It has been found that the process of coming to a consensus on the scale can spread clarity in terms of ‘what a good group looks like’ and the overall aim of group involvement. It can probe the expectations of the project staff and the various perceptions of success.

Further use of Global Assessment Scaling

In addition to project staff using this method to evaluate the progress of a group against a scale, it can also be used by community groups themselves to monitor their own progress. It has been found in other fields that what a group might consider to be successful may vary considerably from what a project staff might deem to be successful. For example, a community group that is good at acquiring government support and is facilitated externally may be given a high score by the group, but given a low score by a project team because they are dependent on government funding and external facilitation.

Source: Personal communication with Cam Nicholson, Victoria
9.2. Process Evaluation That is Particularly Responsive to Needs of Program Clients (Farmers)

In this approach, evaluations are designed to be responsive to the needs of those directly affected. Responsive evaluation is based on the view that those with a direct vested interest in program delivery should control any evaluation agenda associated with the program. Two major models of responsive evaluation are naturalistic inquiry, and action research.

Naturalistic inquiry
Stake (1967) states that naturalistic inquiry is evaluation which:

- attempts to arrive at naturalistic generalisations on the part of the audience
- is aimed at non-technical audiences like teachers or the public at large
- uses ordinary language, which is based on informal everyday reasoning and
- makes extensive use of arguments which attempt to establish the ‘structure of reality.’

There are various models of evaluation that fit into this category including Patton’s (1997) Utilisation Focused Evaluation and Guba and Lincoln’s (1981) Fourth Generation Evaluation. Case Study 11 illustrates a process evaluation that was oriented to be responsive to the needs of the clients. This evaluation could be described as naturalistic inquiry in that it did not try to change what the participants do or feel, but instead focused on what the participants are experiencing (Patton 1997). In naturalistic inquiry there is a focus on the use of metaphor, analogy, informal (but valid) inference, vividness of description, reasons-explanations, multiple perspectives and tacit knowledge. Naturalistic inquiry employs qualitative methods (Scriven 1991).
Case Study 11
Improving the usefulness of the Pigpulse Report, an evaluation

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Soft ← · · · → Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Form</td>
<td>Formative · · · Summative</td>
</tr>
<tr>
<td>Owen’s form</td>
<td>F4 · · · F2 F1</td>
</tr>
<tr>
<td>Data collection</td>
<td>Qualitative · · · Both Quantitative</td>
</tr>
<tr>
<td>Stage of program</td>
<td>Forming Developing · · · Settled Finshed</td>
</tr>
<tr>
<td>Program planning level</td>
<td>Regional · · · State National</td>
</tr>
</tbody>
</table>

The program
The Pigpulse Report was developed to improve the analysis of piggery data, to help decisions about interventions in piggery management. The Pigpulse project is a service provided to producers involved in the Sowel-Pigpulse bureau operated under the project Pig Enterprise Management Services (PEMS). To generate the Pigpulse Report, a farm’s production figures and some financial records are processed using a computer package. Results of both individual farm productivity and state and district averages are sent back to farmers quarterly. The report lists how the farm production has deviated statistically from these averages. The report monitors traits such as pre-weaning mortality, average birth weights, and weaner weights.

In addition to the report, producers participate in discussion groups in a number of districts. These groups discuss issues raised by the reports, and the groups are encouraged to determine some of the topics. This evaluation concerns one aspect of the PEMS project; the Pigpulse project. This project was in the process of being developed at the time of evaluation.

Goal of evaluation
To find out if the development of the Pigpulse report was useful to producers in supporting decisions.

Form of evaluation
This evaluation best fits Owen’s Form 3, process evaluation. The evaluation information was aimed at improvement and development of an existing activity. It involved some assessment of how the activity is reaching its goals, but concentrated on how the activity can be improved and made more effective. There was an opportunity to make changes in the software development as well as in the extension.

Actors
The evaluator was internal to the program, as was the primary audience for the evaluation.

Method of evaluation
The pre-test The evaluation was conducted by pre-testing an interview guide during a semi-structured interview with three producer clients. This guide contained open-ended questions and prompts that were developed from the key question and hypothesis. The interviews were conducted on the producers’ farms at a time to suit them. The interviews were arranged by telephone, the producers being informed of the interview content and purpose. The interview guide was used while the producer was asked to look at their last report and to recall how they used the report and what else was considered in making decisions in their piggery management. A copy of the Pigpulse report was provided as interviewees might otherwise say what they think they should consider instead of what they actually did consider.

During the interview, notes were written by the interviewer and were checked by the producers and modified to include their corrections. The results were coded according to a series of statements derived from the hypothesis. Examples of the statements in the coding frame were:
• whether producers read and thought through the Pigpulse report
• whether trait type was considered
• whether the magnitude of change was considered
• whether targets were compared with the new level
• whether the cause of change was considered
• whether the effect on profit was important
• whether producers changed their practice.

As a result of the pre-test, the interview guide was altered before the focused group discussions (FGD) took place. FGDs were chosen rather than questionnaires as the producers were feeling oversurveyed.

Use of findings
The results of the interviews were related to the level of Bennett’s hierarchy that had been affected by the program. The report was an evaluation in process and did not include findings of the focused group discussions. However, it suggested that these results would be expressed qualitatively.

Source: Prepared from a report by Alison Spencer, Rural Extension Centre, U. Queensland, Gatton
**Action research**

Action research, as its name implies, pursues both action and research outcomes. It is most commonly done with high levels of participation. Its purpose is to bring about planned change in such a way that there is also a contribution to understanding of the system which is being changed, and the methods which are used. The term ‘action research’ is applied to a confusing array of activities.

It could be argued that all formative evaluation is action research, in that it is research that leads to action (the refinement of a program). Hart and Bond (1995) selected seven criteria to distinguish action research from other methodologies, i.e. it:

- is educative
- deals with individuals as member of social groups
- is problem-focused, context-specific and future-oriented
- involves a change intervention
- aims at improvement and involvement
- involves a cyclical process in which research, action and evaluation are interlinked
- is founded on a research relationship in which those involved are participants in the change process.

Some forms of participatory evaluation or empowerment evaluation (Fetterman 1996) could also be described as action research. In this study, none of the evaluation reports reviewed could be clearly described as action research. However, concepts of action research are increasingly used for evaluation purposes in agricultural extension in Australia. It is reasonable to suggest that as action research is not generally labelled as ‘evaluation’ it may have slipped through the net of the Review. However, it is clear that action research does involve iterative cycles of action and evaluation.
10. FORM 4: EVALUATION FOR DESIGN CLARIFICATION

Evaluation for design clarification is generally carried out when the program is at the developmental stage. Examples of methods used in this form are evaluability assessment (Wholey 1983, Smith 89), program logic (see below).

10.1. PROGRAM LOGIC

Program logic is generally drawn as a visual diagram of the events of a program which lead to the ultimate outcome. It enables the participants to question the cause and effect assumptions between the various steps. It is best used as a team approach and is noted for enabling staff to come to consensus about the realistic outcomes and goals of a program. Ideally, program logic would be mapped out by the project team before the implementation and modified and referred to throughout the life of the project. However, in many cases program logic is conducted later on in the project life to help in the evaluation process, or to bring a program back on track.

Case Study 12 is presented here as it is an example of the use of program logic in evaluation for the purpose of clarifying the design of a program once it has commenced and there is dissatisfaction about its progress or original design.

<table>
<thead>
<tr>
<th>Case Study 12</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A workshop to refine the program logic for Coranagmite Salinity Program</strong></td>
</tr>
</tbody>
</table>

| Evaluation | Soft | Hard |
| Formative | Summative |
| Owen’s form | F5 | F4 | F3 | F2 | F1 |
| Data collection | Qualitative | Both | Quantitative |
| Stage of program | Forming | Developing | Settled | Finished |
| Program planning level | Regional | State | National |

The Program

The Victorian DNRE (Department of Natural Resources and Environment) decided to have a rigorous look at one of its programs directed against the problem of dryland salinity. This program had been running for about 5 years, and was considered to be at a settled stage. The specific project to be evaluated was the Coranagmite salinity program.

Goal of the evaluation

To gain consensus as to the project aims and to improve the implementation of the project.

Form of evaluation

This evaluation best fits Owen’s Form 4, evaluation for design clarification.

Actors

The group that requested the workshop was the DNRE staff responsible for this program, i.e. an internal audience. Other stakeholders included the steering committee and an implementation group, and landholders. These groups were not included at this stage. The facilitators were from the DNRE, and had recently received training in program logic.
Method of evaluation

Two workshop sessions were carried out over 1½ days. 8 people attended and the mode of inquiry was informal discussion and brainstorming. The steps taken are outlined below:

Step 1. Defining the problem: In the first session the group set about defining the problem. The facilitators encouraged participants to think critically. At this stage it became apparent that there was no common understanding of the underlying problem. The participants were encouraged to describe the ‘rich picture’, the political nuances, and all the stakeholders. Once they had agreed on what the problem really was, they moved on to discussing what outcome would be achieved if this problem were solved. When a consensus had been achieved as to realistic outcomes, they moved on to the next stage.

Step 2. Mapping the first layer of the model. Participants were asked by the facilitator to try to forget that they were involved in the program in reality and to imagine that they were in the planning phase of a new program. They were then asked to think about what was needed in place in the hypothetical program for the outcome to be achieved. This formed the first level of the hierarchy in the program logic map.

Step 3. Mapping out subsequent layers of the model going downwards from the outcome: The participants were asked how these necessities were to be achieved, and thus the map of program logic was created moving downwards from the desired outcome to activities necessary to achieve these. At each level of the map the facilitators would double check with the participants, by asking questions such as: “are you really sure?” and “if you do this and this, will that really lead to the outcome?” At each step of the model the cause-effect relationship was explored. The facilitators constantly questioned the participants with regards to any assumptions they had made concerning the links between cause and effect.

Step 4. Back into the real program: Participants were asked to return to the reality of the current program and compare the conceptual model with that of current activities and state of play of the real program. It became obvious that certain things were not being done in the dryland salinity program that should have been done and also that certain inappropriate activities were being carried.

Step 5. Considering evaluation: This stage was to consider where evaluation should take place. The facilitators suggested that the links between cause and effect that involved ‘leaps of faith’ should be evaluated. Participants were asked to identify these weak links in the model. Once the locations or links had been established, the participants were asked to consider which data would answer their questions and what evidence was available to check that one link in the program led to the next intermediate outcome.

Presentation/utilisation of findings

The results of these workshops were not formally recorded. However, 5 days after the workshop ended, the DRNE members of the dryland salinity program were involved in an independently-organised workshop with the whole dryland salinity program team of Corangamite catchment area. The participants of the previous program logic workshop rescheduled the whole workshop to incorporate what they had learned in the previous workshop and to share it with the rest of the team. The program design was significantly altered to address the issues raised in the first workshop. This constitutes a high degree of utilisation, according to Patton’s framework (1997).

Source: David Beckinsale (1997) Department Natural Resources and Environment, Melbourne
11. FORM 5: EVALUATION FOR PROGRAM DEVELOPMENT

Form 5, evaluation for program development, is for the synthesis of a new program. In this case, the program will not yet have been implemented and will still be at the planning stage. The focus is on the context of the program environment. Examples of models and methods include needs assessment, economic evaluation, review of best practice, research synthesis, exploratory RRA (rapid rural appraisal) or PRA (participatory rural appraisal), and the Delphi technique.

11.1. ECONOMIC EVALUATION FOR PROGRAM SYNTHESIS

Some organisations conduct economic exercises to decide whether a proposed project is viable or not. Cost–benefit analysis is one method that can be used (see Section 7.3).

11.2. NEEDS ASSESSMENT

According to Owen (1993) needs assessment is the best known and most acknowledged approach to evaluation for program development. However, Scriven (1991) warns that the term ‘needs assessment’ (or needs analysis/needs sensing) has drifted from literal meaning into jargon status in which it refers to any study of the needs, wants, market preferences, values or ideas that might be relevant to a program. True needs are considerably harder to establish than felt wants because true needs are often unknown to those who have them, and may be contrary to what they want, as in the case of a boy who needs a certain diet and wants an entirely different one (Scriven 1991). Owen (1993) explains that an entity can be defined as ‘in need’ if there is a difference between the actual situation in which it exists and the desired situation at that time. The needs assessments should be concerned with establishing:

1. the desired or ideal state of affairs
2. the actual state of affairs
3. discrepancies between 1 and 2
4. reasons for the discrepancies or needs
5. what needs should be given priority for action through program.

While conducting the Review we found few examples of needs assessment. In extension, needs assessment is often considered as research rather than evaluation and may have slipped through the net of the study. However, Case Study 13 is an example of needs assessment which uses participatory rural appraisal (PRA).

11.3. RAPID RURAL APPRAISAL

Rapid rural appraisal (RRA) and participatory rural appraisal (PRA) are used extensively in social and natural resource projects in developing countries. Rapid rural appraisal emerged in the late 1970s as a reaction to the general dissatisfaction with the biases inherent in the way much of rural development research tended to operate. These biases included:
• spatial consideration – researchers tended to visit places that were easy to get to
• gender and poverty – researchers tended to talk to men rather than women
• seasonal – that researchers tended to visit during the cool dry weather rather than hot and wet periods.

RRA was also a reaction against the expense and frequent inaccuracy of the conventional process of questionnaire survey and recognition of the value of indigenous technical knowledge (IT). RRA practitioners asked the question, “whose knowledge counts”? and have attempted to shift the balance from an emphasis on information and knowledge that outsiders know and accept, to that which farmers know and accept. It developed largely from farming systems research, but was also influenced by:

• Activist participatory research inspired by Paulo Friere (1972) who was a proponent of the ‘popular education’ movement in Latin America. This was largely about dialogue and joint research to enhance people’s awareness and to empower them to take action. Its key contribution to RRA was its recognition that poor people were creative and capable and should be empowered, while outsiders have a role as catalysts and facilitators (Pretty et al., 1996)
• Agroecosystems analysis – developed by Gordon Conway and colleagues (Conway 1985), this approach draws on systems thinking and ecological activity. Among its major contributions to current approaches are its use of transects, informal mapping and diagramming
• Applied anthropology emphasised the benefits of unhurried participant observation and conversations and the importance of behaviour and rapport.

A multidisciplinary team staying in the community for a period of around six days generally carries out RRA. The techniques used in RRA include semi-structured interviews, diagramming, stories, histories, diagrams, conceptual representations, maps, transects, seasonal calendars, time lines, flow diagrams, decision trees, venn diagrams, pie charts and more. An important component of RRA is the reliance upon ‘triangulation’: this involves crosschecking information by talking to different stakeholders, using different methods (interviews, diagrams, and observations) and having a multidisciplinary team (men, women, insiders and outsiders). Triangulation is carried out to assure the validity of the findings by strengthening/optimising the sources of information (Pretty et al.1995).

11.4 Participatory Rural Appraisal

In the 1980s to 1990s in developing countries’ programs, the RRA began to be replaced with PRA. The change from RRA to PRA was not just one of terminology, but of philosophy and objectives. RRA and PRA share common methodology, but the aims to which they are put differ. PRA is basically about facilitating and contributing to the empowerment of local people to take control over their own appraisal of problems and opportunities, and to select appropriate action. The concept of ‘handing over the stick’ was central to this shift (Chambers 1994).
PRA/RRA in Australia

In the last decade modified versions of RRA and PRA have begun to be used in industrialised country contexts. Generally, the reliance is more upon multidisciplinary teams, and a strong use of semi-structured interviews. Less emphasis is placed upon diagrams and pictures. In the context of evaluation, RRA/PRA can be used to develop new programs, for process evaluation and for impact evaluation. It is most appropriate when a high degree of client feedback is required in the evaluation. In ‘evaluation talk’ it would be best described by naturalistic inquiry. Case Study 13 is an example of an RRA that was carried out in order to contribute to new programs that were being planned.

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Soft</th>
<th>Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Form</td>
<td>Formative</td>
<td>Summative</td>
</tr>
<tr>
<td>Owen’s form</td>
<td>F5</td>
<td>F4</td>
</tr>
<tr>
<td></td>
<td>F3</td>
<td>F2</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td></td>
</tr>
<tr>
<td>Data collection</td>
<td>Qualitative</td>
<td>Quantitative</td>
</tr>
<tr>
<td>Stage of program planning level</td>
<td>Forming</td>
<td>Developing</td>
</tr>
<tr>
<td></td>
<td>Regional</td>
<td>State</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Settled</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Finished</td>
</tr>
<tr>
<td>Program planning level</td>
<td>Regional</td>
<td>State</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Settled</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Finished</td>
</tr>
</tbody>
</table>

The program
The Department of Primary Industries and National Soil Conservation Program (NSCP) is funding a major project to hasten the exchange of knowledge and management skills amongst southern Queensland farmers on fallow management and viable farming systems. The VFSG is a DPI project team integrating extension and research personnel across southern Queensland. The project commenced in January 1991 and will run for 5 years.

To ensure that VSDG programs and products would be relevant to users, and that exchange of respective information would be efficiently conducted, farmers attitudes, knowledge and needs on farming system were researched. This was part of a research project set up because of concerns over excessive soil erosion, rainfall run-off, declining soil nitrogen fertility and soil structure, sub-optimal use of herbicides and fertilisers, and insufficient rotation of crops and pastures. The research was undertaken to ensure that consequent VFSG programs and products would be relevant to users and exchange of respective information would be efficiently conducted.

Goal of evaluation
Was to:

- develop an understanding of farming systems and farmer attitudes towards farming systems in southern Queensland
- gain an overview of the important issues as seen by the people involved in the management of these relevant farming systems
- determine which issues required further investigation and who possessed knowledge that would assist in these activities
- provide a base of common understanding for further market research and action.

The concept of triangulation was used in the methodology. Triangulation involves the use of different methods to study the same problem or situation and provides a way of crosschecking data.

Form of evaluation
This evaluation best fits Owen’s Form 5, evaluation for program development. In evaluation talk it can be described as a needs-assessment using participatory methodology.
Actors
The evaluation was carried out internally to an internal audience.

Method of evaluation
The research consisted of two phases:

• a modification of Rapid Rural Appraisal
• focused group discussions to crosscheck issues raised in the RRA, investigate issues in greater depth and to design a quantitative survey for future progress and impact evaluation.

The rapid rural appraisal consisted of 100 face-to-face semi-structured interviews carried out by 2 multi-disciplinary teams. Each team consisted of 4 interview pairs with one member from the VFSG and one from outside. In this context, RRA was used to produce a wide overview of possible aspects, people and interactions and to obtain an impression of which issues were likely to be the important. RRA is meant to be heuristic, in that it will tell you what is there. The aims of the exercise were achieved by: reaching a wide cross-section of the relevant community, adjusting the definition of what was relevant during the exercise, and not excluding any related material from the report. The interviews were conducted in pairs (or small groups) with different backgrounds.

The focused group discussions were arranged into 5 districts and were segregated with regard to their tillage practice. Participants had to be located within 60 minutes travel time of the focus groups venues and those farmers involved in the RRA were not involved. Farmers who met the above criteria were selected randomly from DPI and Grainco mailing lists. The prospective respondents were contacted by telephone and invited to attend the focused group discussions. Moderators were used in the discussions to focus the groups in a non-directional manner. Interviews were taped to assist analysis. A typist transcribed the transcripts from the FGDs and a computer package called ethnograph was used to analyse the data from the focused group discussions and search for patterns and themes.

Use of findings
Implementation of VSG sub-programs involving many of the recommendations from this research has commenced.

Source: Taken from 2 internal documents: (1) N.A Hamilton (DPI Toowoomba) and (2) David Blacket and Gus Hamilton, DPI, Goodndiwindi Queensland (1992)
12. FRAMEWORKS FOR PLANNING PROGRAM EVALUATION

So far in the Review case studies have been categorised with regards to the ultimate purpose of the evaluation, which we have termed ‘form’. However, in reality the evaluation of a program can often employ more than one form. Figure 10 shows an evaluation strategy for a hypothetical program, which includes four different Forms of evaluation. In this Section we take a more ‘program-focused’ view of evaluation and review some of the frameworks that can be used to form an integrated evaluation plan for a program.

![Evaluation strategy for program](image)

**Figure 10  Evaluation strategy for a hypothetical program that employs multiple forms**

All evaluations have a conceptual framework at their heart. In some well-resourced evaluations with long ‘lead-in’ times such frameworks are usually explicitly identified. In contrast, in many smaller-scale exercises the framework is implicit and may be seen as ‘common sense’. According to Hulme (1997) there are three main elements to a conceptual framework for an evaluation:

- the model of the impact chain that the study is to examine
- the specification of the units or levels at which impacts are assessed
- the specification of the types of impact that are to be assessed.

In developing an overall framework for evaluation the key role for the evaluator is to assist program staff to set out their hierarchical objectives and to identify those goals that can be used to develop indicators of progress towards desired outcomes. Several logical frameworks are currently used in agricultural extension to help plan an evaluation strategy, including:

- Bennett's hierarchy – a seven-level ladder that conceptualises hierarchical levels of program outcomes
- the logical framework – a hierarchy of objective statements regarding the goal, purpose, outputs, and inputs
- the Snyder model – a soft-systems approach to evaluation
- the three-rings approach – differs from the other frameworks in that it recognises that other agencies and programs may also have an impact on the target group.
Program logic models and the ‘team up’ approach

All the above frameworks can help practitioners clarify what the desired outcomes are and identify the steps that will lead to these desired outcomes. A common feature of these approaches is the way that they are utilised most effectively. If one team member is left to draw these logic models alone, then much may be lost. In some organisations an approach referred to as ‘team up’ is adapted where the frameworks are drawn as a team. This can lead to considerable team building, common understanding of goals and questioning of assumptions.

12.1. Bennett’s Hierarchy

Bennett’s hierarchy is one of the most commonly quoted frameworks in agricultural extension literature and is presented in a popular extension text by Van den Ban and Hawkins (1996). It can be a valuable guide in planning extension programs and developing an evaluation strategy. Bennett describes a chain of events assumed to characterise most programs in extension. He uses this chain of events to depict a hierarchy of objectives and evidence for program evaluation. The hierarchy presents a framework for a goal-based approach to evaluation. The essence of this is that ‘the more nearly the objectives of a program are reached, the more positive the judgement of the program’. Bennett’s hierarchy consists of seven levels of objectives and evaluative evidence. Table 7 lists eight levels and gives examples of goals for each level, the additional eighth level was added by Van den Ban and Hawkins (1996).
Table 7 Bennett’s hierarchy with examples

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
<th>Examples of objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 8</td>
<td>Consequences for society</td>
<td>As a consequence of production increase, export targets are reached and the national economy is strengthened.</td>
</tr>
<tr>
<td>Level 7</td>
<td>Consequences for the target group</td>
<td>As a consequence of the new practice, production has increased by 25%, contributing to an increased farm income of the target group, and a decreasing trend for target farmers to move out of the area.</td>
</tr>
<tr>
<td>Level 6</td>
<td>Behavioural changes in the target group:</td>
<td>2 years later, it is found that 50% of the community have adopted new practices, or prime lamb production rose by 12 percent.</td>
</tr>
<tr>
<td></td>
<td>Direct evidence</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Indirect evidence, product quality – as evidence of change in behaviour)</td>
<td></td>
</tr>
<tr>
<td>Level 5</td>
<td>Change in:</td>
<td>Differences in the findings of surveys that were conducted before and after the intervention indicate that the target farmers have gained knowledge and skills.</td>
</tr>
<tr>
<td></td>
<td>knowledge</td>
<td></td>
</tr>
<tr>
<td></td>
<td>attitude</td>
<td></td>
</tr>
<tr>
<td></td>
<td>skills</td>
<td></td>
</tr>
<tr>
<td></td>
<td>motivation and group norms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Proxy indicators of behaviour change)</td>
<td></td>
</tr>
<tr>
<td>Level 4</td>
<td>The farmer’s opinion about extension activities</td>
<td>In a one-page survey completed at the end of the workshop 80% of the participants were satisfied with the program.</td>
</tr>
<tr>
<td>Level 3</td>
<td>Farmer participation in extension activities</td>
<td>400 farmers attended the meetings, 500 listened to the broadcast, and more than 35% of the attendees were women.</td>
</tr>
<tr>
<td></td>
<td>(participation monitoring)</td>
<td></td>
</tr>
<tr>
<td>Level 2</td>
<td>Implementation of the program by extension agents</td>
<td>20 workshops held, 2,000 pamphlets published and distributed, 5 radio programs conducted to advertise the event.</td>
</tr>
<tr>
<td></td>
<td>(activities monitoring)</td>
<td></td>
</tr>
<tr>
<td>Level 1</td>
<td>Programming of the extension activities</td>
<td>7 staff will be trained, and an equivalent of 7 full time wages spent on the project.</td>
</tr>
<tr>
<td></td>
<td>(inputs monitoring)</td>
<td></td>
</tr>
</tbody>
</table>

Source: Adapted from Bennett (1977)

Bennett (1977) suggests a series of guidelines to help decide which levels of the hierarchy should be examined in an evaluation. The first three guidelines are summarised below:

(a) Evidence of program impact becomes stronger as the hierarchy is ascended. Evidence at the two lowest levels provides little or no measure of the extent to which clientele benefit from the program. Level 3 merely provides one way of measuring possible opportunity for education to occur, while level 4 can provide somewhat better confirmation of whether given activities have been beneficial, but is less satisfactory than level 5 (KASA). Changes in KASA are considered to be merely stepping-stones to indicate the adoption of more desirable patterns of behaviour. Level 5, (evidence of practice change) is desirable when program objectives include changing practice. Finally assessing practice change is usually quite apart from assessing accomplishment of ultimate program objectives. Extension is often held accountable for the extent to which it is contributing to solution or checking of overall problems. Therefore an ideal evaluation of impact would probably be in terms of whether desired end results are achieved plus any significant side effects.
(b) The difficulty and cost of obtaining evidence of program accomplishment generally increases as the hierarchy is ascended. This is due to: an increasing time–lag needed to assess whether the objectives have been reached; increasing difficulty in attributing effects to the program being evaluated; increasing difficulty in setting precise objectives and increasing expense.

(c) Evaluation is strengthened by assessing extension programs at several levels of the hierarchy, including the inputs level.

12.2. THE LOGICAL FRAMEWORK

The logical framework (matrix) is used extensively by Australian and other agencies working in overseas agricultural projects. As many Australians have used it overseas, it is surprising that the technique is hardly ever used within Australia in agricultural extension. Logframes are very helpful in identifying the essential elements of a project and the linkages between these in a logical, concise and objective manner. Thus it can introduce order and discipline into the project design process and helps to place the project in the larger context, e.g. of a regional plan. The framework also serves as a tool for logically identifying inputs, assumptions and success and indicators for monitoring progress and evaluating performance. Thus the Logframe is both a planner’s tool for setting out the design elements of a project, and a tool for managers to review and report on progress. A general description of the logical framework is provided below, followed by an example of its use in Case Study 14.

A logframe comprises a hierarchy of objective statements regarding the Goal, Purpose, Outputs, Inputs (which include activities). These objectives are listed in column 1 of a Logframe (see blank frame below). There are causal linkages between each level of the hierarchy. Inputs are used with activities to produce outputs, outputs are expected to achieve project purposes; the achievement of purposes is expected to contribute to the overall goal. The basic premise is that the achievement of each level is needed for the achievement of the next higher level. The progress from one level to the next is conditional on the validity of the stated assumptions, which are stated in the right hand column. Table 7 shows the questions that need to be answered when filling in each cell of a logframe. Definitions of the terms used in the logframe are:

- **Goal:** A statement of overall development aim (or vision) of the project. Usually there is only one goal, which is very broad and often related to a wider national or regional objective. The project would not be expected to achieve this alone, but to contribute towards this goal
- **Purpose:** The primary reason for the project – related to the problems that a project is designed to address, development expected during the project or the situation envisaged at its completion. A project may have more than one purpose; each must be stated explicitly
- **Outputs:** Project outputs are the direct, identifiable and measurable results expected from the provision of inputs. They are the preconditions for the achievement of project purpose
- **Inputs:** Project inputs are the resources made available, which together with the activities, allow achievement of outputs. Inputs may be people, equipment, finance.
• **Achievement:** Project activities are the discrete tasks undertaken using resource inputs to achieve defined outputs. Observation of execution of activities forms a basis for monitoring performance.

An integral aspect of the logframe is that **assumptions** are stated about the effect of the external environment on achievement of the goal, purpose, outputs of the project. They indicate that there are elements of uncertainty. In designing a project, planners must address both the vertical and horizontal logic of the logframe. The vertical logic is based on the principle of causality between levels, while the horizontal logic identifies and states the means by which the project will produce results at the various levels. **Verifiable indicators** are stated in the second column, and method of collecting the information is recorded in the third column. In Table 8 the questions in each square provide brief instructions on how to complete a logframe matrix. An example of a complete Logframe is presented in Case Study 14.

**Table 8 The logframe matrix: questions to be answered when filling in each cell of a logframe.**

<table>
<thead>
<tr>
<th>Broader goal</th>
<th>Narrative summary</th>
<th>Measurable indicators</th>
<th>Means of verification</th>
<th>Assumptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose [Primary reasons for the project]</td>
<td>What wider issue will the project help to resolve (e.g. a national objective)?</td>
<td>What are the indicators of goal achievement?</td>
<td>What are the sources of information? What methods are to be used to obtain it?</td>
<td>(Purpose to goal) What assumptions/external factors must be true if the purposes are to help reach the Goal?</td>
</tr>
<tr>
<td>Outputs</td>
<td>What direct outputs will the project produce so it can achieve its purpose?</td>
<td>What are the measures to judge the project’s immediate effects, benefits and losses?</td>
<td>What are the sources of information? What methods are to be used for obtaining it?</td>
<td>(Outputs to purpose) What external factors must be true if outputs are to achieve the Purpose?</td>
</tr>
<tr>
<td>Activities</td>
<td>What activities must be undertaken to produce the outputs? When must these activities take place?</td>
<td>What kind and quantity of outputs are planned, and by when will they be produced?</td>
<td>What are the sources of information? What methods are to be used for obtaining it?</td>
<td>(Inputs to output) What external factors must be realised to produce the planned outputs in time?</td>
</tr>
</tbody>
</table>

| Source: Modified from AIDAB (1991) and Farrington and Nelson (1997) |
Case Study 14

A logframe for proposed project to support Landcare group activities in the Wimmera River Catchment.

<table>
<thead>
<tr>
<th>NARRATIVE SUMMARY</th>
<th>VERIFIABLE INDICATORS</th>
<th>MEANS OF VERIFICATION</th>
<th>ASSUMPTIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GOAL</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Sustainable farming in the northeastern region of the Wimmera River catchment | 1. Reduced levels of land degradation on farms | 1. Monitoring of soil infiltration rates & aggregate stability (10 sites) | Assumptions (Purpose -> Goal)
|                   | 2. Improved economic viability of farms | 2. Data on debt levels from ABS and local rural counsellors | 1. Adoption of improved farming & monitoring practices leads to:
|                   | 3. Improved levels of salinity & water quality in catchment | 3. Data from regional catchment monitoring systems | • reduced land degradation
|                   |                       |                       | • improved viability of farms |
|                   |                       |                       | 2. Farmer identification of degradation issues leads to acceptance of responsibilities to improve catchment |
|                   |                       |                       | 3. Funds will allow necessary works to tackle degradation issues |
| **PURPOSES (1-3 years)** |                       |                       |              |
| 1. Adoption by farmers of practices that are economically and ecologically sustainable | Change in farmer practices related to resource management | Rapid appraisal survey of change in farmer practices after 2 years | Assumptions (Output Purpose)
| 2. Farmer adoption of methods of monitoring condition of land and other resources | Establishment of systems for monitoring condition of farm natural resources | Rapid appraisal survey of farmer involvement in monitoring after 2 years. Review of monitoring data | 1. Farmer training and the conduct of trials on farms by groups will lead to adoption of economically and ecologically sound practices
| 3. Identification by farmer groups of principles & action needed in improving catchment condition | Community success in gaining finance for conservation activities | No. and value of grants received in 1996 & 1997 | 2. Training and trials will lead to farmer adoption of monitoring methods |
| 4. Financial support obtained for efforts by community groups to undertake works/activities aimed to improve catchment condition | Community satisfaction with progress and service provided | Informal study of community group satisfaction with progress/service |              |
| **OUTPUTS (first 12 months)** |                       |                       |              |
| 1. Farmers undertake training in land management issues/monitoring methods important to their needs | 1. Training courses and specialist information sessions | Three short courses planned for 1996/7 | Assumptions (Activity Output)
| 2. Groups plan and conduct farm trials of methods to improve viability and sustainability of farm practices & to monitor land degradation | 2. Farm trials planned with specialists to test ideas for improvement. | 4 information sessions/seminars planned for 1996/97 | 1. Farmers will accept need for information & training on land issues
| 3. Group applications made for funding to conduct farm trials, training, other activities | 3. Groups prepare funding submissions for trials and other group activities (e.g. tours) | 4 farm trials planned for 1996/7 | 2. Farmers will accept need for farm trials to test & demonstrate methods
|                   |                       | 4 funding applications prepared and submitted in 1996 | 3. Solutions exist which farmers are will verify as means of overcoming land management problems |
| **ACTIVITIES (first 6 months)** | Inputs/resources (first 6 months) |                       | Initial assumptions |
| 1. Team members visit all groups & major land management issues & group works to date | 30 farm/client visits | Serious drought or crop failure would detract from conditions for successful group activities on croppi   ng farms. |
| 2. Team listen to group’s aims/priorities/plans | 10 group activities |              |
| 3. Assist groups to clarify aims & make plans | 4 major events ($1200) |              |
| 4. Run specialist issue sessions with groups | 6 media promotions ($1200) |              |
| 5. Promotion of group activities in media | process 6 LPIS applications |              |
| 6. Assist funding applications for group needs | 8000 km (@ $0.50) = $4000 |              |
|                   | audio/photography costs $2000 |              |
|                   | specialist fees $5000 |              |
12.3. The Snyder Approach to Evaluation

The Snyder model can be used to guide simultaneous outcome evaluation (equivalent to impact evaluation – Owen’s Form 1) and long-cycle process evaluation (equivalent to monitoring and evaluation for program management – Owen’s Form 4). During the Review a comprehensive effort was made to find an example of an evaluation study of an agricultural extension program that had used the Snyder approach. Several practitioners reported using elements of this model, or currently setting up evaluation using this model, but no example was found of a completed evaluation using this approach. Because of this a case study of a pilot program to replace imprisonment for offenders is described. Case Study 15 was chosen particularly to illustrate the combination of all three components of the process.

<table>
<thead>
<tr>
<th>Case Study 15</th>
<th>Evaluation of a program to replace imprisonment using the Snyder model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation</td>
<td>Soft ← ★ → Hard</td>
</tr>
<tr>
<td>Form</td>
<td>Formative ★ Summative ★ ★</td>
</tr>
<tr>
<td>Owen’s form</td>
<td>F5 ★ F4 ★ F3 ★ F2 ★ F1 ★</td>
</tr>
<tr>
<td>Data collection</td>
<td>Qualitative ★ Both ★ Quantitative ★</td>
</tr>
<tr>
<td>Stage of program</td>
<td>Forming ★ Developing ★ Settled ★ Finished ★</td>
</tr>
<tr>
<td>Program planning level</td>
<td>Regional ★ State ★ National ★</td>
</tr>
</tbody>
</table>

The program
The program set out to implement alternatives to imprisonment as a means of sentencing. The evaluation was commissioned to take place near the completion of a trial period. It was to help the government of the day decide how far they would extend the program. This model can be used to monitor and evaluate any program, but is particularly suitable for programs that are participatory in approach.

Approach and methods of evaluation
The Snyder model applies systems theory to evaluation. It consists of a conceptual model and a set of procedures, which allow an integrated participatory evaluation to be conducted. It is used when the program is already running. It allows simultaneous long-cycle outcome and process evaluation: that is, it allows after-the–event evaluation which both assesses goal achievement and reviews activities and processes. The data generated in this approach are generally qualitative. Its main feature is that program outputs are subdivided into 3 categories operating over different time perspectives (see figure below). The program outputs are classified into 3 types:

- immediate effects of program activities
- targets are presented as goals, usually over time spans of months to years (benchmarks)
- the vision consisting of the ultimate goals which the unit or project pursues.
Purpose of evaluation
The central purpose was a summative evaluation of the trial period of the program. Those commissioning the program wanted an answer to the question, “how viable an alternative is this program to imprisonment and other alternatives to imprisonment?” Those directly involved in the program liked the idea of also gathering information that would enable them to improve the program, and build in feedback loops. All 3 components of the Snyder process (process evaluation, outcome evaluation and short-cycle evaluation) were therefore used.

Actors
Much of the data collection and interpretation was done by the director and officers, with the evaluators acting primarily as facilitators. The evaluators wished to involve at least these stakeholders in the evaluation:

- the staff directly involved in the program
- equivalent staff from other programs
- a sample of the offenders released from prison onto the program.

However, an earlier search of local newspapers revealed that the program was electorally unpopular and therefore politically sensitive. Direct involvement was therefore limited to the program director and the officers who supervised the offenders.

Method of evaluation
Part 1. The process evaluation component.
The steps in the procedure are:
- define the vision
- independently define the targets
- compare the target to the vision, noting which does not link to the vision, or any elements of the vision not represented in the targets. Adjust targets or vision accordingly
- define the activities and use these to identify the actual immediate effects, both intended and unintended
- compare the effects and targets, noting any mismatch. Adjust targets accordingly
- identify the resources consumed
- compare the activities and resources, noting any mismatch. Adjust activities or resources accordingly.

In terms of time and effort this is the major part of the process. A vision for the program was developed by the participants and checked against legislation, and required administrative procedures. Targets were then defined, and the links between targets and vision identified. This led to modification of both vision and targets. In a similar vein, targets were compared to immediate outcomes. Activities were then examined to check that the most resource-consuming activities were also the activities that contributed most to the vision.

In this case study one component of the vision was that offenders would become law-abiding members of the wider society. A related target was, “low offence rate by people while they were on the program”. An activity that contributed to this was regular, partly random, visits by supervisors to offenders. An immediate effect that could be expected to contribute to the vision was that there would be an enhanced supervisor-offender relationship so that offenders would voice concerns and troubles early, when something could be done about it. The associated resources were relationship-building skills on the part of supervisors; time after each visit to think back over the visit and identify what the supervisor could have done to build a better relationship.
Part 2. The outcome evaluation component

Outcome evaluation in this context seeks to evaluate the program in terms of the vision it is pursuing. The procedure is:

- Note the targets that will later be evaluable. Devise base measures where necessary
- Trace targets back to immediate effects, giving particular attention to important but hard-to-evaluate targets. Check if the corresponding immediate effects are evaluable
- Trace targets and immediate effects back to activities, giving particular attention to important but hard-to-evaluate targets. Check if the corresponding activities are evaluable
- Trace targets, immediate effects and activities back to resources. Give particular attention to important but hard-to-evaluate targets. Check if the corresponding resources are evaluable.

After understanding the links between resource use, activities and the various levels of outcomes, participants were able to identify performance indicators that they could use to assess program effectiveness. In this instance, 2 sets of indicators were developed. One set, largely quantitative and ‘objective’, were used to prepare a report to the government. The other set, much of it qualitative, was used by supervisors and director to decide what they could do to improve the program.

Offence rates of participants in this program were compared to those on parole. The participants on the two programs were very similar. The supervision philosophy was very different. The offence rates were spectacularly different. In the official report different offence rates were used to justify a conclusion that the intensive relationship-oriented supervision was an important part of the program. ‘Quality of relationship’ wasn’t something that could be easily used as an official indicator. However, for the supervisors, it was clearly one of the most important ones. It was after thinking about this that the supervisors decided to spend 5 minutes after each supervision visit to reconstruct the visit in their minds, and identify what had worked well and what they might do differently.

Part 3. The short-cycle evaluation component

In this context short-cycle evaluation is a form of evaluation where the people in the program evaluate the actions as they carry them out, and adjust them where necessary. This form of evaluation is more an attitude than anything else, although there are ways of providing encouragement for it to happen. In this evaluation feedback systems were developed to collect the indicators developed in part 2 (above) and apply them to ongoing program development.

Use of findings

The government of the time chose to ignore the recommendations. The supervisors, on the other hand, reported later that the exercise had helped them very much to understand what they were trying to do, and how they might do it better. The experience gained in using this approach to evaluation has generally been that as people come to understand the links from resources to activities to outcomes, their behaviour changes. If the evaluation is done participatively the indicators can be quite intangible yet still useful.

Source: Personal communication with Bob Dick December 1997, see also Dick (1991)
12.4. THE THREE RINGS OF EXTENSION EVALUATION

The three rings approach (see Figure 11) is a framework presented in a paper by Jeff Coutts at the 2nd Australasian Pacific Extension Conference in November 1997:

- the inner ring is the project process, activities and outputs
- the middle ring comprises of the communities being directly affected by the extension intervention - with the recognition that other agencies and programs are also having an impact in this ring.
- the outer ring represents the broader community/society where the impact can be measured at a macro level.

![Diagram of the three rings of extension evaluation](image)

**Figure 11 The three rings of extension evaluation**

The inner ring – internal project level
According to this framework, the internal project level looks at the internal process and activities of the project over which the project team has some control. This level is similar to Bennett’s levels 1-3 and includes activities, participation, inputs and outputs.

The middle ring – the direct project impact level
Coutts (1997) explains that as the second ring is entered the level of complexity and potential for confusion rises significantly. It becomes difficult to attribute the effects of the project intervention directly to the changes occurring, as the changes could be influenced by other programs of events. He suggests that a ‘synergy matrix’ be developed to highlight the relationship between the extension program and other projects, agencies or groups impacting on the outcomes of the program and to identify the specific knowledge processes which the program itself is contributing towards achieving, amongst the overall desired outcomes. An example of a synergy matrix is shown in Table 9.

The outer ring – overall industry, community or societal level
Coutts explains that most projects cannot lay full claim to observable outcomes at this level. The emphasis here is on measurable changes in tangible benchmarks, for example levels of adoption, levels of sustainable indicators, net farm incomes, and indicators of product quality. He states that due recognition should be given to the role played by other complementary and competing interventions, encouraging and
inhibiting government policies, climatic, market and economic conditions. Describing these provides an overall context for the evaluation of a specific program or project. The role that the program is playing in contributing towards change is clarified, and the levels of changes in benchmarks are put into a realistic timeframe.

Coutts (1997) encourages the evaluator to assess the extent to which the project activities are complementary to, or adding value to, the knowledge processes provided by other parties, and how well these specific knowledge processes are being undertaken. This process can help to identify gaps in the provision of information or other support, and to reduce duplication of effort by different agencies.

Table 9 Example of a simplified synergy matrix for the cotton industry

<table>
<thead>
<tr>
<th>Knowledge Process</th>
<th>Consultant</th>
<th>Extension</th>
<th>Growers’ organisation</th>
<th>Chemical companies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day –to-day operations, insect monitoring, chemical decisions</td>
<td>XXXXX</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Undertaking local trials and validation of new strategies</td>
<td>X</td>
<td>XXXX</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Demonstrations, workshops, field days and seminar on issues</td>
<td>X</td>
<td>XXXX</td>
<td>X</td>
<td>XX</td>
</tr>
</tbody>
</table>

Number of X’s indicate the degree to which the stakeholder was involved in a specifically identified knowledge process

Source: Summarised from Coutts 1997

12.5. INTEGRATED FRAMEWORKS THAT COMBINE SEVERAL FORMS OF EVALUATION

Case Study 16 uses a combination of different evaluation models and frameworks to meet the program’s requirements for evaluation. The framework developed was influenced by the model of utilisation focused evaluation and uses the frameworks of Bennett’s hierarchy and program logic in understanding the causal links in the program.
## Case Study 16

### Target 10 framework for project evaluation

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Formative</th>
<th>Summative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Owen’s form</td>
<td>F5 F4 F3 F2 F1</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Form</th>
<th>Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data collection</th>
<th>Qualitative</th>
<th>Both</th>
<th>Quantitative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage of program</td>
<td>Forming</td>
<td>Developing</td>
<td>Settled</td>
</tr>
<tr>
<td>Program planning level</td>
<td>Regional</td>
<td>State</td>
<td>National</td>
</tr>
</tbody>
</table>

### The program

The Target 10 extension project was established in 1992 and originally aimed to achieve a substantial improvement in pasture consumption on dairy farms through extension activities. Since then, at the direction of farmers, additional programs have been delivered to address issues besides pasture consumption. The current project goal is ‘to secure Victoria’s future through a competitive based dairy industry based on efficient and sustainable farm management practices’. Programs, each with specific adoption goal, are modified to accommodate regional differences. For the dairy industry this project represented a new approach in terms of increased participation of stakeholders in the project management and delivery. The Target 10 project combines 4 basic approaches: education, on-farm adoption, community support and benchmarking. This case study relates to the evaluation of the dairy cow nutrition program.

### The evaluation

While the evaluation process was being tested certain principles of evaluation evolved including:

- that evaluation should promote learning and understanding of process and impacts
- that it must complement any other evaluation activities taking place within the department, such as routine cost–benefit analysis
- that data collection and analysis should only occur when the findings can be and are used
- that data analysis not acted upon is a waste of time.

### Goal of Evaluation

The goal of this evaluation was two-fold: it aimed to provide information to help refine the program at the same time as providing evidence that outcomes had been met. The evaluation process was thus designed to drive change rather than to examine whether the project had been successful or not. A utilisation-focused approach was used.

### Classification of evaluation

This case study describes a strategic framework for evaluation of a program that uses more than one form of evaluation and includes design clarification (Form 4), process evaluation (Form 3) and impact evaluation (Form 5).

### Actors

External consultants were involved in developing the evaluation system, but the process itself is operated from within the program. The audience was largely internal including field staff and managers. However, the summative aspects of the evaluation were also directed at the funders of the project.

### Framework for evaluation

A nine step framework (see below) was used to guide the design and implementation of evaluation within Target 10.
1. Audit past dairy cow nutrition extension
   (What are the lessons learned from past experience?)

2. Define what success looks like
   (Describe the intended observable outcomes of the program)

3. Define the program goal
   (Define the main message(s) or extension product)

4. Describe the activities to achieve the goal

5. Define the program logic to identify assumption
   Bennett’s hierarchy was used to describe the sequence of causes and effects from inputs to final outcomes

6. Design the key evaluations questions
   What are the evaluation questions stakeholders want answered?

7. Trial and implement the evaluation methods
   Key evaluation questions were formulated on the basis of the program logic as well as discussions with farmers, DRDC, Target 10 operations management and extension officers, and secondly program logic. A variety of evaluation tools were then tested and used to address the key evaluation questions.

8. Describe the roles, responsibilities and resources for evaluation

9. Design the meta-evaluation.
   The key questions for the meta-evaluation included:
   To what extent and in what ways did the evaluation improve the nutrition program?
   What did evaluation users, including those who planned and undertook the evaluation, learn as a result of carrying out the evaluation?

Use of findings
The evaluation findings have been used as the basis to establish a plan of action for delivery over the next 2 years. A second output is a streamlined, more user-friendly evaluation plan with modified methods.

Source: Taken from Bron McDonald 1997
13. SUMMARY GUIDE TO APPROACHES AND METHODS IN EVALUATION

The Review was structured to inform the reader primarily about approaches to evaluation, rather than methods for evaluation. The assumptions behind this thinking are that:

- the aim and purpose of an evaluation should decide the method, rather than the reverse
- there is no shortage of information on both qualitative and quantitative methods in the literature on program evaluation
- a methods-oriented approach to evaluation can be misleading.

Nevertheless, the new evaluator will require guidance in seeking methods to suit particular purposes and situations in evaluation. Tables 5, 6 and 7 are intended to guide the reader to literature on particular methods, models and frameworks used in evaluation, once the aims and functions are clear. These lists are not exhaustive but include reference to the main methods and approaches (and frameworks) that are being used in evaluating agricultural extension in Australia. Many of the methods applied in evaluation come from the applied social sciences, and people new to evaluation are advised to obtain a well-known text on social science research methods, such as Bouma (1996). For evaluation terminology, a useful reference is the the Thesaurus of Evaluation by Scriven (1991).
Table 10  Strategic frameworks to conduct evaluations for a program

<table>
<thead>
<tr>
<th>Terms and brief description of methods/frameworks for evaluation</th>
<th>Source of further information (see Reference list for details)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bennett’s hierarchy:</strong> A framework that sets out the hierarchical goals of agricultural extension. It can be a very useful tool for clarifying what aspects of a program are to be evaluated.</td>
<td>Bennett, C.F. (1977). <em>Analysing impacts of extension programs</em>. Also mentioned in Van den Ban and Hawkins (1988) <em>Agricultural Extension</em>.</td>
</tr>
<tr>
<td><strong>CIPP:</strong> A systems based framework used in planning evaluation, rather than a method. It is based on the assumption that it is better to improve than to prove. The 4 approaches to evaluation (<code>context, input, process, product</code>) bear some resemblance to Owen’s 5 forms.</td>
<td>Stufflebeam (1991) <em>Evaluation Models</em>.</td>
</tr>
<tr>
<td><strong>Logical frameworks</strong> are used for both planning projects and monitoring activities. Frequently used in social and natural resource projects in developing countries.</td>
<td>AIDAB (1992) <em>Country Programs Operations Guide/ USAID</em> (1973) <em>Modifications based on experience</em>. Farrington and Nelson (1997) Use in PRA.</td>
</tr>
<tr>
<td><strong>Owen’s five forms of program evaluation:</strong> A meta-model of approaches to evaluation useful in planning. The 5 categories of evaluation are (1) Evaluation for program development, (2) evaluation for program design clarification, (3) process evaluation, (4) evaluation in program management and (5) impact evaluation.</td>
<td>Owen (1993) <em>Program Evaluation, Forms and Approaches</em>.</td>
</tr>
<tr>
<td><strong>Snyder model:</strong> A systems-based approach to program evaluation. A main feature is that outputs are divided into 3 time perspectives: (1) immediate effects of project activities (2) targets (present goals) (3) vision or ultimate goal. Used to guide simultaneous outcome and process evaluation and can be participatory or non-participatory.</td>
<td>Dick (1991) <em>Evaluation as action research</em>.</td>
</tr>
<tr>
<td>Terms and brief description of evaluation “models”</td>
<td>Source of further information (see Reference list for details)</td>
</tr>
<tr>
<td>--------------------------------------------------</td>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Action research</strong></td>
<td>Pursues both action and research outcomes. It is most commonly done with high levels of participation. Aims to bring about change in such a way that there is a contribution to understanding of the system being changed and the methods used.</td>
</tr>
<tr>
<td><strong>Empowerment evaluation:</strong> Use of evaluation concepts, techniques and findings to foster improvement and self-determination. It is designed to help people help themselves and improve their programs using a form of self-evaluation and reflection.</td>
<td>Fetterman, Kaftarian, and Wandersman (1996) <em>Empowerment Evaluation: Knowledge and Tools for Self-Assessment and Accountability</em>.</td>
</tr>
<tr>
<td><strong>Goal-free evaluation:</strong> In the pure form of this model of evaluation, the evaluator is not told the purpose of the program but does the evaluation with the purpose of finding out what the program is actually doing.</td>
<td>Scriven (1991). <em>Evaluation Thesaurus</em>.</td>
</tr>
<tr>
<td><strong>Intervention-oriented evaluation:</strong> Designed to support, reinforce and enhance attainment of desired program objectives. Data collection is integrated into program delivery and management. Program staff know the criteria being used to judge success. Feedback is used to increase participant goal attainment as well as program goals. Evaluation is part of the program/intervention model.</td>
<td>Patton (1997) <em>Utilisation Focused Evaluation</em>.</td>
</tr>
<tr>
<td><strong>Naturalistic inquiry:</strong> Evaluation that attempts to arrive at naturalistic generalisations on the part of the audience, is aimed at non-technical audiences like teachers or the public at large, uses ordinary language, is based on informal everyday reasoning, and makes extensive use of arguments which attempt to establish the structure of reality</td>
<td>Guba (1978) <em>Towards a Methodology for Naturalistic Inquiry in Educational Evaluation</em>.</td>
</tr>
<tr>
<td><strong>Participatory evaluation:</strong> Evaluation in which the clients of the program play an active role in directing the evaluation.</td>
<td>Arnstein (1969) <em>Ladder of citizen participation</em>.</td>
</tr>
<tr>
<td><strong>Social impact assessment</strong> attempts to predict the effects that a program might have on various groups or populations. An attempt is made to identify the long-term results or effects (rather than immediate outcomes) and this may be in terms of ‘quality of life’ indicators.</td>
<td>Meidinger and Schadiberf (1980) <em>Social impact assessment as evaluation research</em>.</td>
</tr>
<tr>
<td><strong>Utilisation focused evaluation</strong> (as opposed to program evaluation in general) is evaluation done for and with specific, intended primary users for specific, intended uses.</td>
<td>Patton (1997) <em>Utilisation Focused Evaluation</em>.</td>
</tr>
<tr>
<td>Method and description</td>
<td>Source of further information (see References for details)</td>
</tr>
<tr>
<td>------------------------</td>
<td>----------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Case study evaluation</strong>: A method at the opposite end of the spectrum to the large-scale survey. It substitutes rich details of a few cases for evaluative conclusions. Can provide valuable insight, especially when used in combination with survey data.</td>
<td>Stake (1995) <em>The Art of Case Study Research.</em> Sechrest, et al. (1996) <em>Effective and Persuasive Case Studies.</em></td>
</tr>
<tr>
<td><strong>Cost–benefit analysis</strong>: Used to estimate the $\text{input} : \text{output}$ ratio of a program. Only possible where all costs and benefits can be converted into money terms. Answers the question, “is the $\text{value}$ of outputs of a program worth its $\text{cost}$?” Commonly used in impact evaluation, but can be used in formative studies to assess impact to date (or in ex-ante projections of likely impacts in project proposals).</td>
<td>DOF (1991) <em>Handbook of Cost–benefit Analysis.</em> Thompson (1980) <em>Benefit cost analysis.</em> Sugden and Williams (1985) <em>The Principles of Practical Cost–benefit Analysis.</em> Also – computer packages on cost–benefit analysis.</td>
</tr>
<tr>
<td><strong>Cost–effectiveness analysis</strong>: Goes beyond cost–benefit analysis - to determine what a program costs against what it does. Used where outputs cannot be reduced to a single dimension (e.g., money). Asks, “are the outputs worth the costs?”</td>
<td>DOF (1991) <em>Handbook of Cost–benefit Analysis.</em></td>
</tr>
<tr>
<td><strong>Delphi technique</strong>: A form of interactive (postal) surveying that utilises iterative questionnaire and feedback approach, and provides participants with an opportunity to revise earlier views based on the response of other participants – until some desired level of consensus is reached. Valuable when participants cannot meet face-to-face. Can produce quantitative data amenable to statistical analysis.</td>
<td>Cary and Salmon (1976) <em>Delphi and Participatory Planning: focussing the planning process in an agricultural service organisation.</em></td>
</tr>
<tr>
<td><strong>Experimental evaluation design</strong>: Involves pre- and post-test designs. Involves randomly assigning program participants to groups to minimise bias- so that statistical analysis can be conducted. See also: Quasi-experimental designs. Used when not possible to randomly select the sample population.</td>
<td>Cambell and Stanley (1963). <em>Experimental and Quasi-Experimental designs for Research and teaching.</em> Bouma (1996).</td>
</tr>
<tr>
<td><strong>Focused groups</strong> gather people together to discuss a topic, usually in the presence of a facilitator to pose questions to ‘get the ball rolling’ and to help the discussion stay on track.</td>
<td>Krueger (1988) <em>Focus groups: a practical guide for applied research.</em></td>
</tr>
<tr>
<td><strong>Goal attainment scaling</strong>: Involves the development of outcome scales specifically tailored to the individual, group, agency or system whose program is to be measured.</td>
<td>Kiresuk et al. (1994) <em>Goal Attainment Scaling: applications, theory, and measurement.</em></td>
</tr>
<tr>
<td><strong>Participant observation</strong>: A form of inquiry in which the inquirer (the observer) plays two roles – firstly as an observer and secondly as a genuine participant, having a stake in the group’s activities.</td>
<td>Egon and Lincoln (1981) <em>Effective Evaluation: Improving the Usefulness of Evaluation Results.</em></td>
</tr>
<tr>
<td><strong>PLA (Participatory Learning and Action)</strong>: A concept that evolved from PRA. It differs from PRA in that there is a greater emphasis on action – on the basis that it is not enough to simply appraise a rural situation but it is also necessary to facilitate action.</td>
<td>Pretty, Guijt and Scoones (1995) <em>Participatory Learning and Action: a Trainer’s Guide.</em></td>
</tr>
<tr>
<td><strong>PRA (Participatory Rural Appraisal)</strong>: Uses similar methods to RRA, but the participants become more involved in the inquiry. A main difference is in the behaviour of the researchers. In PRA the researcher aims to facilitate for participants to elaborate their own research and ‘hands over the stick’. The contention is that this process can be empowering to the participants.</td>
<td>Pretty, Guijt and Scoones (1995) <em>Participatory Learning and Action: a Trainer’s Guide.</em></td>
</tr>
</tbody>
</table>
**Pre-post design:** Used when a pre-treatment measure can supply useful information. Many evaluation designs use pre-tests as benchmarks to report the change that has occurred from before the program to its conclusion. The danger is that, unless a control group are considered, there is no means of differentiating between change that occurs in the group naturally and as a result of the program (i.e. through maturation, other learning and intervening events).

Cambell and Stanley (1963) *Experimental and Quasi-Experimental Designs for Research and teaching.*

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Questionnaires:</td>
<td>Many texts on survey &amp; questionnaire design, e.g. Berdie, Anderson and Niebuhr (1986) <em>Questionnaires; Design and Use.</em></td>
</tr>
<tr>
<td>Semi-structured interviews:</td>
<td>A user’s guide for Participatory Learning and Action <em>Participatory Methodology Series.</em> London: International Institute for Environment and Development.</td>
</tr>
</tbody>
</table>

| Pre-post design: | Used when a pre-treatment measure can supply useful information. Many evaluation designs use pre-tests as benchmarks to report the change that has occurred from before the program to its conclusion. The danger is that, unless a control group are considered, there is no means of differentiating between change that occurs in the group naturally and as a result of the program (i.e. through maturation, other learning and intervening events). | Cambell and Stanley (1963) *Experimental and Quasi-Experimental Designs for Research and teaching.* |
| Questionnaires: | Many texts on survey & questionnaire design, e.g. Berdie, Anderson and Niebuhr (1986) *Questionnaires; Design and Use.* | |
| Semi-structured interviews: | A user’s guide for Participatory Learning and Action *Participatory Methodology Series.* London: International Institute for Environment and Development. | |
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15. GLOSSARY

Accreditation – the determination of the adequacy of the developed plans and procedures of an organisation for the future delivery of services (House 1980).

Benchmarking – identification of the practice and performance of like organisations known to be leaders in a given field, the development and monitoring of actions designed to implement and monitor the adopted practice (Camp, 1989).

Formative evaluation – formative evaluation has the purpose of improving programs.

Model – (in evaluation) has been used with wide variability and considerable ambiguity in evaluation practice and literature. Generally it refers to particular conceptions, approaches, methods and even loose theories for thinking about and/or conducting evaluations (Smith 1994).

Monitoring – is a part of evaluative inquiry; it is a data collection process that continues throughout the life span of the program, and is generally a tool of program management. Monitoring uses indicators to monitor change over time. (However, many organisations have their own definitions of this term).

Naturalistic inquiry – Scriven (1991) defines naturalistic evaluation (or methodology) as an approach that minimises much of the paraphernalia of science, for example; technical jargon, statistical inference and the effort to separate the observer from the subject and experimental design. Instead there is a focus on the use of metaphor, analogy, informal (but valid) inference, vividness of description, reasons-explanations, multiple perspectives and tacit knowledge. Naturalistic inquiry employs qualitative methods. Advocates include Stake (1967) and Guba (1978).

Performance indicators – are criteria to be monitored over time to give an indication of performance of some aspect of the program.

Process evaluation – involves the collection of information about program activities.

Process-oriented program – a program that does not have specifically defined goals at the onset.

Program – is a set of planned activities directed toward bringing about a specified change’ in an identified and identifiable audience’ Smith 1988.

Program evaluation – the process of providing information designed to assist decision making about the object being evaluated. The term ‘evaluand’ has been used as an alternative generic term to ‘object’. In practice the ‘evaluand’ could be a program, a policy, an event, or a training manual or text book’ (Owen 1993).

Project – are time-bound efforts and often within a program (Scriven 91).
Quantitative data analysis – in evaluation usually refers to an approach involving a heavy use of numerical measurement and data analysis methodology from social science or from accounting. It focuses on the testing of specific hypotheses that are smaller parts of some larger theoretical perspective (Scriven 1991).

Qualitative data analysis – in evaluation refers to the part of evaluation that can’t be usefully reduced to quantitative measures. A large part of good evaluation is wholly or chiefly qualitative, meaning that description and interpretation make up most of it (Scriven 1991).

Summative evaluation – is a purpose distinction and has the purpose of informing overall judgments of merit or worth so that summative decisions can be made.
### MAIN ACRONYMS USED

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEM</td>
<td>Community environmental monitoring</td>
</tr>
<tr>
<td>IKS</td>
<td>Information knowledge system</td>
</tr>
<tr>
<td>NGO</td>
<td>Non government organisation</td>
</tr>
<tr>
<td>PRA</td>
<td>Participatory rural appraisal</td>
</tr>
<tr>
<td>RRA</td>
<td>Rapid rural appraisal</td>
</tr>
<tr>
<td>SMART</td>
<td>Specific measurable, accountable, realistic and timebound</td>
</tr>
<tr>
<td>WCM</td>
<td>Whole catchment management</td>
</tr>
</tbody>
</table>
APPENDIX

APPENDIX 1. PROGRAM PARTICIPATION INDEX

<table>
<thead>
<tr>
<th>Score</th>
<th>Description of the level of participation in the program</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Designed and executed from above, no consultation</td>
</tr>
<tr>
<td>2</td>
<td>Designed and construed from above, consultation with clients and modification</td>
</tr>
<tr>
<td>4</td>
<td>Designed from above, workshops and large effort to incorporate beneficiary perception</td>
</tr>
<tr>
<td>6</td>
<td>Initiated from above, run by community who set their own objectives, facilitated from above</td>
</tr>
<tr>
<td>8</td>
<td>Designed in collaboration with beneficiaries, implemented by beneficiaries</td>
</tr>
<tr>
<td>10</td>
<td>Designed by beneficiaries for beneficiaries, no outside direction</td>
</tr>
</tbody>
</table>

APPENDIX 2. EVALUATION PARTICIPATION INDEX

<table>
<thead>
<tr>
<th>Score</th>
<th>Description of the level of participation in the evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Evaluated externally, no consultation of evaluation indicators by staff or beneficiaries</td>
</tr>
<tr>
<td>1</td>
<td>Externally evaluated, staff consulted and collaborate in development of indicators, beneficiaries not consulted</td>
</tr>
<tr>
<td>2</td>
<td>Evaluation carried out by staff, beneficiaries not consulted in design</td>
</tr>
<tr>
<td>3</td>
<td>Externally evaluated, staff and beneficiaries consulted in developing indicators</td>
</tr>
<tr>
<td>4</td>
<td>Evaluation carried out by staff, beneficiaries consulted in the development of indicators</td>
</tr>
<tr>
<td>5</td>
<td>Staff and beneficiaries develop evaluation together</td>
</tr>
<tr>
<td>6</td>
<td>Beneficiaries are facilitated to carry out a self-evaluation of the program</td>
</tr>
<tr>
<td>7</td>
<td>Beneficiaries evaluated program unfacilitated.</td>
</tr>
</tbody>
</table>
Grateful acknowledgment is made to all those who contributed written or verbal reports to the Review.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Title</th>
<th>Form</th>
<th>no</th>
<th>pp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allan Curtis and Terry De Lacy (1994)</td>
<td>Landcare: does it make a difference?</td>
<td>Impact assessment (Form 5), goal-based approach</td>
<td>1</td>
<td>35</td>
</tr>
<tr>
<td>Jim Woodhill, Paul Treveghan, Judy Frankenburg, Celine Beaulieu and the West Hume Landcare group</td>
<td>A Case Study Undertaken with the West Hume Landcare Group as Part of an International Research Project on Participatory Watershed Development</td>
<td>Impact assessment (Form 5), needs-based approach</td>
<td>2</td>
<td>37</td>
</tr>
<tr>
<td>Jessica Dart and the KRIBP team</td>
<td>Evaluation of a participatory process project in Western India</td>
<td>Impact assessment (Form 5), evaluation for illumination</td>
<td>4</td>
<td>44</td>
</tr>
<tr>
<td>Paul Horne (1997) IPM Technologies P/L, Victoria.</td>
<td>IPM program for potato pests: an example of monitoring &amp; evaluation</td>
<td>IPM Technologies P/L, Victoria. Monitoring and evaluation for management (Form 2)</td>
<td>5</td>
<td>51</td>
</tr>
<tr>
<td>Bob McCown, CSIRO (Australian Production Systems Research Unit, Toowoomba) and Jeff Coutts (Rural Extension Centre, University of Queensland, Gatton)</td>
<td>FARMSCAPE (Farmer-Adviser-Researcher Monitoring, Simulation, Communication and Performance Evaluation) for improved management of dryland cropping</td>
<td>Monitoring, (Form 2 4), aimed at improvement</td>
<td>6</td>
<td>55</td>
</tr>
<tr>
<td>Rick Davies, Centre for Development Studies, Swansea, UK</td>
<td>An evolutionary approach to facilitating organisational learning: An experiment by the Christian Commission for Development in Bangladesh</td>
<td>Monitoring (Form 4) monitoring without using indicators</td>
<td>7</td>
<td>57</td>
</tr>
<tr>
<td>Drafted by John Petheram from information received from Andrew Almond (Longerenong College) and Nagi Mina (Farm Pride Foods, Keysborough)</td>
<td>Quality Assurance for Farm Pride Foods Eggs, Victoria</td>
<td>Monitoring and evaluation (Form 2)Longerenong College (University of Melbourne) and Nagi Mina, Farm Pride Eggs, Keysborough</td>
<td>8</td>
<td>61</td>
</tr>
<tr>
<td>James Butterworth and Geoff Syme, CSIRO Land and Water, Perth.</td>
<td>National Whole Catchment Management: Review and Analysis of Processes</td>
<td>Process evaluation (Form 3), study of implementation at a national level</td>
<td>9</td>
<td>64</td>
</tr>
<tr>
<td>Cam Nicholson, DNRE</td>
<td>Conromgite Salinity Program and Global Assessment Scaling</td>
<td>Process evaluation, (Form 3), aimed at monitoring a group progress</td>
<td>10</td>
<td>66</td>
</tr>
<tr>
<td>Alison Spencer, Rural Extension Centre, U. Queensland, Gatton</td>
<td>Improving the Usefulness of the Pigpulse Report, an Evaluation</td>
<td>Process evaluation, (Form 3 ), guidance for refinement</td>
<td>11</td>
<td>70</td>
</tr>
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<td>Boomsma, John</td>
<td>DNRE, Ellenbank</td>
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</tr>
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<td>Agriculture WA, Perth</td>
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</tr>
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<td>Butterworth, James</td>
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<td>UQG</td>
<td></td>
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<td></td>
</tr>
<tr>
<td>Carr, Anna</td>
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<td></td>
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</tr>
<tr>
<td>Cary, John</td>
<td>Melbourne University</td>
<td></td>
<td></td>
<td></td>
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<td>Conelly, D.</td>
<td>DRDC, Dairy Research and Development Corporation, Victoria</td>
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</tr>
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<td>University of Melbourne, Parkville</td>
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<td></td>
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</tr>
<tr>
<td>Davis, Rick</td>
<td>Centre for Development Studies, Swansea, UK</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dick, Bob</td>
<td>Southern Cross University &amp; Brisbane</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DPIF Alice springs</td>
<td>DPIF, Northern Territory</td>
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<td></td>
<td></td>
</tr>
<tr>
<td>Dunn, Tony</td>
<td>CSU, Dept. of Agriculture, Wagga Wagga</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Falvey, Lindsay</td>
<td>Melbourne University</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fishpool, Ken Frank, Bruce</td>
<td>NSW Agriculture and Fisheries UQ, Department of Agriculture, Brisbane</td>
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</tr>
</tbody>
</table>
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Greater emphasis on accountability in the delivery of extension programs has put new focus on techniques for evaluating such programs.

This report discusses the discipline of program evaluation and then reviews five main forms of evaluation and illustrates them with case studies drawn from agricultural extension in Australia.

It is hoped that improved access to sound information on evaluation methods will be reflected in better planning of agricultural extension projects, more effective monitoring and evaluation of programs, and hence more efficient use of industry funds and greater benefits for clients of all research and development programs in rural Australia.

This report is a new addition to RIRDC’s range of over 250 research publications and forms part of its Human Capital, Communications and Information Systems R&D program.